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Abstract—Numerous applications demand communication ‘—’.—"—* —*‘—'.
schemes that minimize the transmission delay while achiewy Soyrce 1 p) H Destination
a given level of reliability. An extreme case is high-frequecy
trading whereby saving a fraction of millisecond over a roue Fig. 1. Multihop network. Relays are labeled as 1,...,H

between Chicago and New York can be a game-changer. While

such communications are often carried by fiber, microwave liks

can reduce transmission delays over large distances due to ) ) ] ) )
more direct routes and faster wave propagation. In order to 10 receive prior to decoding, re-encoding and forwarding a
bridge large distances, information is sent over a multihoprelay message. In contrast, an amplify-and-forward (AF) relay ca
network. o . forward on per-symbol basis, thus introducing a roughly

_ Motivated by these applications, this papers present an meq smaller delay. However, the simplicity of AF comes at
information-theoretic approach to the design of optimal mdtihop o . .

microwave networks that minimizes end-to-end transmissio (€ expense of amplifying and propagating the noise thereby
delay. To characterize the delay introduced by coding, we dive  reducing the effective received signal-to-noise ratidweivery

error exponents achievable in multihop networks. We formubte  subsequent AF hop. The reduced SNR reduces the transmis-

and solve an optimization problem that determines optimal sjon rate and ultimately, after a sequence of AF hops, ®sult
selection of amplify-and-forward and decode-and-forwardrelays. in a higher delay when compared to DF

We present the optimal solution for several examples of netarks. ° L
We prove that in high SNR the optimum transmission scheme is I[N microwave low-latency netwo_rks, common prac’qce '5_t0
for all relays to perform amplify-and-forward. We then analyze perform DF or AF at a node uniquely on the basis of its

the impact of deploying noisy feedback. received SNR. A relay with a received SNR above a certain
threshold performs AF, otherwise, it performs DF. Typigall
this criterion performs DF at a relay after a several AF hops

Operating close to the channel capacity requires encodipigafter one long hop.
with large codelengths in order to guarantee diminishing Our goal is to design a multihop microwave network to
probability of error. In turn, large codelengths introdwte minimize the end-to-end delay. Towards that goal, we addres
coding delay at the receiver. If data is sent over a multihggeveral practical questions: 1) Is the common practice of
network, this delay can multiply over multiple hops, thegrebassigning AF/DF relays based on received SNR optimal? 2) If
increasing the end-to-end latency. On the other hand, nuusernot, when should DF relays be used given that they introduce
applications, instead of striving to operate at the maximularger delays? 3) Does this selection depend on the SNR
rate, demand communications with the minimum latency. Aiegime the network operates in? 4) Can the delay be reduced
extreme case is high-frequency trading in which profits depeby deployment of noisy feedback?
on computer-based algorithmic trades that are made asdast dn this paper, we answer the above questions. To character-
possible. In these settings, in order to bridge large distan ize the delay introduced by coding, we derive error expasent
information is sent over a multihop relay network (see E)g. lachievable in a multihop network. The error exponent char-
At the same time, saving a fraction of millisecond over, foacterizes the tradeoff between the code block size (andehenc
example, a route between Chicago and New York, can tie delay) and the reliability [3]. Given the desired reliiip
a game-changer. According t6/[1], 1 ms of reduced deland using the error exponent, we obtain the lower bound
translates into $100 million profit per year. On the Chicagan the delay in the considered multihop network. We then
New York route, fiber can deliver data in 6.6 ms. On the othérmulate and solve an optimization problem that detersine
hand, the latest microwave network can deliver data in 4.1 raptimal selection of amplify-and-forward and decode-and-
[2]. The gain in the microwave transmission comes from fasttorward relays. We demonstrate that an approach in which
wave propagation in the air when compared to the fiber, atitt selection of AF and DF scheme at a relay is solely based
from shorter routes. In this paper, we are concerned with sugn the received SNR is suboptimal. We present the optimal
low-latency communications. DF/AF selections for several examples of networks. We prove

End-to-end transmission delay drastically varies with th@at in high SNR the optimum transmission scheme is for
choice of the cooperative scheme used by a relay. In paaticubll relays to perform amplify-and-forward. We show that in a
a relay performing decode-and-forward (DF) will introduce symmetric network, all decode-and-forward nodes should be
delay of the order of the size of the block, that it needs separated by an equal number of amplify-and-forward relays
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We then analyze benefits of deploying noisy feedback. Odecode-and-forward or amplify-and-forward. The decodé-a
consideration of feedback is motivated by the well knowforward scheme does not require block Markov encoding [11]
fact that feedback can improve the error exponents, in solmecause each receiving node receives signal only from one
scenarios drastically [4]. The error exponents for the ptwn  other node. LetX’ < H denote the number of DF relays. The
point channel with active noisy feedback for binary signgli kth DF relay performs decodini/;, = gV, ) where W,
were analyzed in[[5]. We extend some of these results denotes the message estimate at that nodenangd denotes
the multihop relay network. We first investigate the impaaodelength used byk — 1)th DF node. After decoding, the
feedback has on the error exponent and thus delay in tti# relay sends a codeword of length: X,'* = fk(Wk). On
single-relay channel. We then extend the analysis to tttee other hand, a relaly performing AF, at each time instant
multihop network. i transmits

Related Work . .

For discrete multihop networks with DF relays reliabil- k(1) = Bryn(i = 1) )
ity bounds were analyzed irl[6]. Minimizing the delay invhereg, denotes the amplification gain. Frof (4) and due to
Gaussian multihnop networks with DF relays was presentéfe power constraint at the reldyl (3), satisfies:
in [[7Z]. Error exponents in multihop network with AF relays , P,

were analyzed in[]8]. Minimizing latency over a microwave Bi < 7P 1o (5)
networks with DF and AF nodes by considering channel -1kt o
capacity was considered inl[9]. The decoding function at the destination is given By =

The paper is organized as follows. In Sectign Il we definﬁygx) whereny denotes the codelength used at thigh

and solve the optimization problem that determines thewgiti pr relay in the network. The average error probability of the
selection of DF and AF relays. Sectionl I1l analyzes the inipag,qe isPe(”K) = P[W # W(YSK)]_

of feedback. Sectiof IV concludes the paper and discusseg,,, goal is to minimize the delay in sending messages

future work. In the paper, the proofs of theorems are oullineyeryeen the source and the destination while guaranteeing a
Detailed proofs are available i [10]. required level of reliabilityd, at the destination, i.e.,

Il. MULTIHOP NETWORK Prx) < 5, (6)

We consider a single source-destination multihop wirelegge consider a problem in which the network is already in
network in which data from the source to the destination ﬁace’ i_e’ the re'ays are a|ready positioned in the network
transmitted vial! relays (see Fid.]1). Each node is equippegherefore, the number of hog& and channel gains are given.
with a single antenna. Following practical constraints, Wene considered multihop network is typically a microwave
assume that all transmissions are orthogonal and that eaglwork with a high capacity line-of-sight channel at eaop.h
node communicates only with its neighbor, as indicated ifhe channel variations are much slower compared to a cellula
Fig.[d. We consider a Gaussian channel where a transmitigywork and thus a transmitter typically has the channel
signal is corrupted by the additive, white Gaussian noi$& Tstate information. Our goal is to determine a cooperative
received signal at the nodeis given by strategy such that the end-to-end delay is minimized while
guaranteeing a required level of reliability] (6). In order t
minimize the delay, we next review the error exponents and
where the transmit signal at the source is denatgdThe the delay associated with decode-and-forward and amplify-
channel gain from a node — 1 to nodek is denotedh,,_,. and-forward cooperative schemes.

Noise z;, has zero mean and varianeg. Similarly, the ~ The error exponent is defined by [3]
received signal at the destination is

Ye = hi_12p_1 + 2 k=1,....H 1)

1

E, = — lim sup —Pe*(") @)

n—o0 n
Yp = huxyg + 2p (2)
where ;™ denotes the infimum of the error probability over
all (R,n) codes. In a Gaussian point-to-point channel with a
received signal-to-noise ratio denoted as SNR, by chodbimg
Gaussian inputs the error expondnt (7) evaluates to

NR

S
E[X?] < P,. (3) E, > log(1 + ——) — pR]| . 8
[Xi] < P r_prél[%ﬁ]pOg(Jrler) p 8

where zp is zero mean with variance?,. To simplify the
presentation we assume in this section that= o2 for all
k=1,...,H andk = D. The power constraint at nodeis
given by

The source send8 bits information intended for the dest|—In order to satisfy a reliability constrairifl(6), the delayro-

nation nodeD) using a codeword of lengtho, by sending .o by transmission of a codeword of lengtf), can be
a messagéV from the message sav = {1,...,25}. The calculated from[{7) and18) to be

encoding function at the source is given &y° = f(W). A

general encoding function at each refapt timei is given by > pB —logde )
Xpi = fri(Yy™1). Each relay in the network performs either T log(1+ 2B)



wherep € [0, 1] should be chosen so tha}, is minimized. relay. Then,p; = 0. The delay introduced betweén — 1)th
Consider a multihop network witlk relays all performing andith DF relay is given by[(14) foX = K;. We formulate

decode-and-forward. Because at each hop the informatiorthe optimization problem as:

decoded, each relay introduces a delay given[by (9) and the Nor B — log e

total delay obtained froni]9) is,[7] D* — min pi% — 08 Npr

NorKi 7= pilog(1 + W(fo))

K4l wB —logd
Dpr > E % (10) Npr
— log(1+ ) _ _
k=1 T+pr s.t. E K;+ Nprp=H+1 (15)
where ¢, denotes the required level of reliability at relay i=1

k, SNR; is received SNR at relay and we denoted the where
destination node a&k + 1. Pit+Ki (51 \2
We consider the amplify-and-forward cooperative strategy v(pi, K;) = Sl\l;p Hj:iiljl (Bihs)
next. When allK relays perform amplify-and-forward, it is v (LT Bihg)? + 1
straightforward to derive fron[{1)[2)[J(4) andl (5) that the

received signal at the destination can be written as and SNB, = h/Fi/c®. The reliability constraint at each
9 hop is chosen such that, by union bound, the end-to-end

yp(i) = he,kxo(i — K) + ze, x (7) (11) reliability constraint is satisfied. The solutions to thisiplem
can efficiently be found by dynamic programmingl[12]. We

(16)

where present solution for examples of networks later in thisisact
K The next theorem present a solution [fo]l(15) in high SNR.
he,x = ho Hﬁihi It shows that in the high SNR regime, the minimum delay is
=1 obtained when all relays perform AF.
I , , Theorem 1: Let P, = sP; forall k=0,..., H. Then
ze,K(z):Z Hﬁjhj zp(t — K+ k—1)+ 2p(4).
k=1 \j=k lim Dar(s) = ! . 17)
(12) s—oo Dpp(s)  Npr
We denote the received SNR in the equivalent charnél (11) as Proof: (Outline) In high SNR, the SNR afteK stages of
~(K): AF relays, [18), reduces to
[12, (Bihi)? K -1
v(K) = SNRy = (13) 1
S Tk (Biha)? +1 W) = (> snme (18)
k=0

where SNR = h3P,/o?. We observe that the outpuf{11) is _
the same as in a point-to-point channel with received SNhere we used the notation SNR- hiPy/o*. The rest of
v(K). From [9), it then follows that the delay introduced byhe proof follows from evaluating the delay associated with

K AF relays is given by AF relays [[(I1#) and with DF relay§ (1L0). [ ]
pB —1logd Remark 1: The intuition for this solution comes from the
Dap > —(;) (14) fact that AF introduces a smaller delay than DF for the price
plog(1 + ’;Tp) of reduced SNR for each AF hop. In high SNR, however, the
whered. denotes required end-to-end reliability. SNR loss is negligible and therefore multihop AF is optimal.

We observe froni{10) that each DF relay introduces a delay'Ve next consider a symmetric network with equal power
n,, given by [9). This is due to the fact that a DF node haahd chgn_nel gains. We consider a sgbprobler@f (1.5) wherein
to wait to receive the whole codeword prior to forwardingVe OptimizeK;, i =1,..., Npr for fixed Npr. To give an
In contrast, an AF node can forward on symbol-per-symbé'i‘,s'ght to the optimum solution, we relax the constraint tha
reducing a network of a cascade of AF nodes to a point-tb iS an integer. We have the following result.
point channel[{I1), albeit with reduced SNR. Each AF node Lemma 1. For a symmetric network withVpr decode-
reduces the received SNR by amplifying the noise theregpd-forward nodes, the optimum solution satisfies for all

reducing the transmission rate and ultimately increashey t: = 1,---, Npr %
delay. In fact, below a certain value gf K), an AF node K = . (19)
will cause a larger delay than a DF node. Npr

To determine the optimum number and positions of AF and  Proof: (Outline) The proof follows by forming the La-
DF relays that minimize the end-to-end delay in the considergrangian for the optimization problerh_{15) and by deriving
multihop network, we next define a following optimizatiorthe optimality conditions. [ ]
problem. Let Npr denote the number of DF nodes in thélherefore the optimal positions of AF and DF nodes are such
network including the source. Lek; € {0,...,H} denote that all AF nodes are positioned at the equal distance.
the number of AF relays in betwegn — 1)th andith DF For a network with a single relay, Figufé 2 shows the
relay and letp;, denote the index (position) of th@h DF delay associated with DF and AF, as a function of channel



i - 0.75 0.75 0.75 0.25
. Delay‘ in aTw? hop Ne}work | ‘ . . ‘ ‘
- -AF relay

Fig. 4. Optimal selection of AF and DF relays in a 4-hop netw@hannel
gains are shown for each hop.
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Fig. 5. Optimal selection of AF and DF relays in a 4-hop netw@hannel
gains are shown for each hop. This network is in high SNR.

05 ] ‘ L w L w L w L As before, the source and the relay satisfy respective power
05 0.55 0.6 0.65 0.7 0.75 08 0.85 0.9 0.95 1

Channel gain constraintsE[ X 2] < Ps and E[X3] < Pg.
Similarly to the forward channel, the feedback channel is:

Fig. 2. Delay in a two-hop network. 5 ~ N
Yr = hrTp + ZR
0.9l .@ 0% o °° @ §s = hsZr + g (21)
S AF DF DF D and the power constraints are given BfX%] < Pgr and
Fig. 3. Optimal selection of AF and DF relays in a 4-hop nekwdiransmit E[X%)] .S P/:?' Noises zr and zs have zero mean and
powers are chosen equal at all nodes. Channel gains are shoeach hop. respective Varl&ﬂCé% and 5%.
To analyze the impact of feedback on the delay in this
channel, we extend the results ofl [5] that develops error
gains. Channel gains to and from the relay are chosen eqexiponents for the point-to-point channel with active noisy
We observe that, for smaller values of channel gains, DF faedback. The analysis inl[5] assumes binary signaling, and
the relay is optimal. After a certain threshold, AF becomes the reminder of the paper, we make the same assumption.
optimal. In particular, we assume that the encoder sends a single bit
Figures 8-b show a solution of optimization probldm](15hat takes values or 1 equiprobably. We have the following
for three examples of 4-hop networks. In all three examplézeorem.
the transmit powers at nodes are chosen equal. We obsetve thdheorem 2: The error exponent achievable in the con-
the optimal relay selection in Figl 3 differs from the commoaidered single-relay channel with active noisy feedback is
practice solution whereby only relay would perform DF. bounded by ~
We observe that in the optimum solution, refaychooses to 2Py  2Pp

perform DF to compensate for weak links further down in the Erp 2 o2 + o2y (22)
transmission chain. In contrast, if relaywould make decision
solely based on its received SNR, it would choose to perform ) )
AF. Another example in which the optimal selection differs 0% = IR 9D (23)
from the common practice is shown [ih 4. Fig. 5 shows that he  (hshrfB)?
for large values of channel gains the optimal solution is AF o2 5% 7%
for all relays, in agreement with Theorédrh 1. FB h2  (hshgrB)?
I1l. DELAY IN NETWORKS WITH FEEDBACK and the corresponding delay for the reliability levgl is
bounded by

To examine the impact of feedback, we first analyze the o
network with a single relay. We assume that from each 2P 2P 1
receiving node i.e., the relay and the destination, thera is nFB Z (g + E) log 5. (24)

feedback link (see Fid.]6). The feedback links are orthogona _ _ _
to the forward links. The forward channel output at the relay ~ Proof: We consider the amplify-and-forward cooperative
is given by [[1) and at the destination By (2), fir= 1. Since Strategy at the relay both on the forward and the backward
there is only one relay, we denote the source and relay inpGf@annel. The transmit signal at the relay at timeén the
asxg andzp respectively. We use similar notation also foforward channel is then given blyl(4) fér= R
the (_)utpu_ts _and the _noise at each receiver. The input-output 2r(i) = Byr(i— 1) (25)
relationship is then given by:

where from (B) satisfies:

Yr = hsrs + zr

P
Yyp = hrTR + 2p. (20) p* < .

S WP+ =



+ + the forward and the feedback chanag),, andé? ,,, and the

= i X ~ i ~D respective channel gaits; ,,, andhp ,,. The error exponent
Ys Zs Y ZR of this channel, as determined inl [5, Sec. VII], is given by
O Xs YR XR Yb @) Wlt_h G% R GQD,pp/h»Q‘ipp an_d U%B = _&g,pp/hzl?,pp' By
+ —>( )——>+—-> comparing [(2R) for the relay with the point-to-point chahne
Source Relay T Destination we obtain the sufficient conditions under which the delay in
the relay channel is smaller:
ZR Zp 2 2 o2
0'_12% + 9D 5 ?ﬁﬂp (37)
Fig. 6. Single relay channel with per-hop feedback. No dilie& is assumed hs (hShRB) hsypp
between the source and the destination. -9 -9 ~9
9R O35 9Spp
h%  (hshrfB)? hQD,pp

The received signal at the destination evaluates filom (@.1) (t:onsider the case when all the noise variances and powers are

be the same and the channel is in high SNR. Tier- 1/h3,
YD (1) = heqrs(i — 1) + 2eq(4) (27) B =1/h% and conditions[{37) reduce to
where iz + LQ < —21 (38)
heq = hrBhs (28) hs  hr o hp
1 1 1
and 72t <
Zeq(i) = hRﬁZR(i — 1) + ZD(Z) (29) R s D,pp

) ) o . When the above conditions on the channel gains are satisfied,
Channel[(27) is equivalent to the unit-gain channel given byhe error exponent and the delay are improved by the help of

N =250 — 1) + 2p(i 30) the relay.
yo (0 .xs(l )+ 20 . (30) Remark 3: We compare the delaj (P4) to the delay in the
wherezr = z.4/heq. Using [28) and[(29) we obtain that theconsidered relay channel when there is no feedback. Asdefor

variance ofzp equalso? given by [23). the relay performs amplify-and-forward and the channel is
Similarly, the transmit signal at the relay in the reversgiven by [27). The error probability with binary signalingrf
channel is given by this channel is given by
~ N =~ . h2 P
Zr(i) = By — 1) (31) P, = exp(——L 2 p) (39)

. S . 202
with amplification gain eq

whereh,, is given by [28) and?, is the variance of., given

32 < #. (32) by (29). The corresponding delay for the reliability levglis
h%Pp + 5% 2 1
The received feedback signal at the source is given by nZ s quS log = (40)
eq €
Js(i) = hsBhrip(i — 1) + hsBZr(i — 1) + Zs(i) Delay [23) and[(40) can be easily compared for casefhat
= heqrp (i — 1) + Zeq(i) (33) P and all _noises have the same variance zs_tmdz grp in
(23). In this case, the delay with feedback is always smaller
where . o than the delay in the no-feedback channel.
heq = hSBhRa (34) .
We can now extend the result of Thi. 2 to multihop network
and o with active noisy feedback between every transmitterivece
Zeq(t) = hgPZr(i — 1) + Z5(3). (35) pair as shown in Fid.]7.

Theorem 3: The error exponent achievable in the multihop

Again, we can consider the equivalent unit-gain channel relay network withK relays and with active noisy feedback

ys(i) = xp(i — 1) + Zrp (i) (36) is bounded by
- oo 2Ps | 2P »
wherezpp = Z.,/heq has the variance? , given by [23). FBZ 3 + 2 (41)

The equivalent channel model given bly](30) amd] (3Q~?/here
corresponds to a Gaussian point-to-point channel with synoi

H H
active feedback with noise variances given byl (23), analyze o = donet Ly (Bihi)?oj + 0 (42)
|rr1] 5, Sec. ViII]. The_result: in [25) Sec. VII] applies yielding RETT,Z. (Bihi)?
the error exponent given b (22). | H mH (35 1252 1 52
Remark 2: We compare the delay{R4) to the delay in the orp = 2z i (Bihy-1)70; s

A
point-to-point channel with the respective noise varianice g TLee1 (Biho)?



ho 1

hk [3]
T N P
® ho ) hi ) e _>‘hK_,‘ [4]
Source 1 2 H Destination
Fig. 7. Multihop network with feedback. (5]

(6]
Proof: The proof follows the same steps as the proof of
Theoren 2. I

Discussion (8]

The above results show the improvement in terms of the
required codelengthh over the no-feedback case. However,
the analysis presented in the previous section does naireapt 9
the propagation delay. In high-frequency trading appilicet [10]
where data is sent over multiple hops and hundreds of kilome-
ters, the propagation delay is a dominant factor. Using—fee[f.'ill
back at every link is not appropriate as it would significantlj12]
increase the propagation delay. Instead, the presentéygsmna
points that a feedback could potentially reduce the delagnNh[l?’]
used sporadically, on certain hops.

IV. SUMMARY AND FUTURE WORK

We have presented an information-theoretic approach that,
based on error exponents, optimally determines a cooperati
strategy between DF and AF for every relay. We showed that
in high SNR the optimum transmission scheme is for all relays
to perform AF. We have then derived the error exponents in the
considered multihop network in the presence of noisy, activ
feedback.

Our results demonstrate that the choice of the cooperative

scheme cannot be made solely based on the received SNR

at that relay, as is a common practice. Instead, this choice
depends on the channel conditions in the whole network.

In practice, in addition to the average power constraint,
the peak power constraint needs to be satisfied. This moti-

vates extending the presented analysis under the peak power

constraints. Achievable error exponents under the pealepow
constraints for the point-to-point channel were derived in
[13]. Furthermore, the considered problem can be extended
to include slow fading analysis. In addition to decode-and-
forward and amplify-and-forward schemes analyzed in this
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