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Abstract—While collaboration among data scientists is a key
to organizational productivity, data analysts face significant
barriers to achieving this end, including data sharing, accessing
and configuring the required computational environment, and
a unified method of sharing knowledge. Each of these barri-
ers to collaboration is related to the fundamental question of
knowledge management “how can organizations use knowledge
more effectively?”. In this paper, we consider the problem
of knowledge management in collaborative data analytics and
present ShareAL, an integrated knowledge management plat-
form, as a solution to that problem. The ShareAL platform
consists of three core components: a full stack web application, a
dashboard for analyzing streaming data and a High Performance
Computing (HPC) cluster for performing real time analysis. Prior
research has not applied knowledge management to collaborative
analytics or developed a platform with the same capabilities as
ShareAL. ShareAL overcomes the barriers data scientists face to
collaboration by providing intuitive sharing of data and analytics
via the web application, a shared computing environment via the
HPC cluster and knowledge sharing and collaboration via a real
time messaging application.

Index Terms—Knowledge Management; Knowledge Manage-
ment Systems; Knowledge Sharing; Collaborative Analytics.

I. INTRODUCTION

In 2017 Forbes published an article entitled “What Are
Best Practices For Collaboration Between Data Scientists?” [1]
stating that data scientists and data science teams have a
history of not effectively collaborating within industry. The
existing practices for collaboration within organizations have
often developed organically and lack the forethought required
to allow data scientists to effectively work together, which is a
key to both productivity and profitability [2]. The article makes
the following specific suggestions for improving collaboration
among data scientists: work from the same data, version
your code, use a data pipeline and share a computational
environment.

The problem these data scientists are experiencing is fun-
damentally a knowledge management (KM) problem. Barclay
defines knowledge as “information combined with experience,
context, interpretation and reflection - a high value form of
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information that is ready to apply to decisions and actions” [3].
Knowledge management answers the question “how can orga-
nizations use knowledge more effectively?” [2]. Data scientists
have knowledge in the form of data, experience and analytic
tools that they use for their daily tasks and the challenge they
face is a KM challenge. They need to understand how to
manage that knowledge to allow for effective collaboration.

In this paper, we consider the problem of knowledge man-
agement in collaborative data analytics and present ShareAL,
an integrated knowledge management platform, as a solution
to that problem. ShareAL enables effective knowledge man-
agement to allow data analysts to collaborate in the following
ways:

• intuitive sharing of data and analytics via a web applica-
tion

• a shared computing environment via an HPC cluster
• knowledge sharing and collaboration via a real time

messaging application
• interaction with streaming data via an interactive dash-

board
• data persistence through effective database management

and logging

The ShareAL platform consists of three core components: a
full stack web application, a dashboard for analyzing streaming
data and a High Performance Computing (HPC) cluster for
performing real time analysis. Alongside these core compo-
nents, a local chat server is set up to further facilitate collab-
oration. ShareAL allows users to create dashboards for each
facility of interest, score them via custom analytic products
and to share the results of analyses performed on a local
HPC Slurm cluster. It enables the sharing of both data and
computational environment. In order to allow users to test the
platform before investing in HPC related hardware, a virtual
HPC cluster implemented in Docker [4] is provided for testing
purposes. The platform can be accessed from the open source
repository [5] of Oak Ridge National Laboratory (ORNL).

The context for the development of ShareAL was Non-
intrusive Load Monitoring (NILM), in which the energy con-
sumption of individual devices within a building is monitored.
This information can then be used to improve energy efficiency
or, as in our particular case, the determine what types of
activities are occurring within a particular building. This
process is called facility characterization. For an example of
how ShareAL could be used in the real world, please see
Section V-D.

ShareAL differentiates itself from existing analytic plat-
forms by providing out of the box linkage to HPC capabilities,
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support for facility characterization and real time messaging.
In the field of knowledge management, the BioKnow Platform
[6], while different in design and function than ShareAL, was
the most similar KM platform identified in existing literature.
Unlike ShareAL, it has no analytic or facility characterization
component, has no shared computing environment and utilizes
a different set of underlying technologies. Furthermore, prior
research has not applied knowledge management principles in
collaborative analytics.

The rest of this paper is laid out as follows. Section II
covers the necessary background on knowledge management
and facility characterization. Section III discusses what sets
ShareAL apart from existing approaches. Section IV discusses
the theoretical approach used to achieve knowledge manage-
ment in collaborative data analytics. Section V provides details
on how this approach was implemented. Finally, Section VI
provides a summary of what was achieved and a description
of future work.

II. BACKGROUND

A. Knowledge Management

According to Davenport [2], knowledge is “information
combined with experience, context, interpretation and reflec-
tion - a high value form of information that is ready to apply to
decisions and actions”. Barclay likewise agrees that knowledge
is more than information and requires the ability to interpret
and contextualize information [3]. In data analytics, raw data
and analytic tools are one form of information, but knowledge
entails the ability to understand, interpret and synthesize data,
analytic tools and the results of analyses.

Another way of defining knowledge involves dividing it
into two separate categories: explicit knowledge and tacit
knowledge [7] [8]. Explicit knowledge can be communicated
easily through writing, whereas tacit knowledge is difficult to
convert into writing and is highly contextualized. Barclay [3]
adds that tacit knowledge is influenced by personal opinions
or beliefs and therefore requires social context to understand.

For the remainder of this paper, knowledge will be de-
fined as consisting of explicit and tacit components. Explicit
knowledge will consist of information and data that requires
minimal context and can be effectively communicated by one
individual. Tacit knowledge will consist of knowledge that re-
quires additional context or experience and often engagement
through some form of conversation, narrative or experience to
comprehend.

The goal of knowledge management, or KM, is to answer
the question “how can organizations use knowledge more
effectively?” [2]. This question is crucial to the success of
any organization or enterprise, since effective KM processes
are correlated to a company’s ability to generate intellectual
capital and influence its capacity to innovate [6].

There are two fundamental types of platforms for achieving
knowledge management - knowledge platforms and social
platforms. In knowledge platforms, “knowledge is stocked
in structured directories in order to facilitate the usage of

the information” [6]. According to Nonaka [8] , socialization
platforms help users identify sources of tacit knowledge for
the sake of transferring that knowledge. In that sense, these
platforms recognize that “sensemaking is often a social process
involving parallelization of effort” [9]. In essence, knowledge
platforms are more concerned with explicit knowledge or
information and socialization platforms seek to allow the trans-
fer of tacit or contextual knowledge. An integrated platform
contains elements of both a knowledge and a socialization
platform.

B. Facility Characterization via NILM

In Non-intrusive Load Monitoring (NILM) a Non-intrusive
Appliance Load Monitor (NALM) can monitor power usage
of multiple devices on a single circuit without having to be
directly connected to each device. The NALM performs an
“analysis of the current and voltage waveforms of the total
load and estimates the number and nature of the individual
loads, their individual energy consumption, and other relevant
statistics such as time-of-day variations” [10]. Previous work
has investigated using NILM to enhance electricity audits of
commercial buildings [11] and to understand domestic energy
consumption [12].

One important application space for NILM technologies is
green energy. By monitoring energy usage patterns and linking
those patterns to occupant behavior, changes in lifestyle can be
assumed in order to reduce cost or to adjust to the current level
of energy available from green energy sources. In fact, systems
such as those proposed by Lin [13] use NILM technologies to
adjust energy usage with zero intervention from users.

Law enforcement has used raw energy usage to identify
clandestine methamphetamine laboratories for some time.
They reason that a “seemingly vacant residence with a large,
continuous demand for energy may indicate a meth lab” [14].
NILM offers a way of analyzing energy usage in a more
refined manner by both identifying what types of devices are
being run and understanding how much energy each device
consumes using NALMs. These energy signatures could then
be used to identify whether a building is strictly residential or
whether it is being used for other purposes. Analysis can be
achieved with minimal intrusion.

III. RELATED WORK

Prior research has not considered the application of knowl-
edge management practices to collaborative analytics. Because
ShareAL is both an integrated knowledge management plat-
form and an analytics platform, it is necessary to differentiate
it from existing implementations in each category. It sets itself
apart from the former by demonstrating a unique combination
of capabilities for facility characterization. It sets itself apart
from the latter because no known prior work considers the
challenges of knowledge management in collaborative analyt-
ics for facility characterization.

There are a myriad of existing streaming analytic plat-
forms [15] [16] [17] [18] [19] [20] that focus on optimiz-
ing the pipeline for converting streaming data to actionable
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analytics. ShareAL differentiates itself by providing out of
the box linkage to HPC capabilities and support for NILM
facility characterization. These functionalities are critical for
collaborative analytics for facility characterization.

In the field of knowledge management, the BioKnow Plat-
form [6], while different in design and function than ShareAL,
was the most similar KM platform identified in existing
literature. BioKnow was designed for a consortium of partners
involved in bioindustry research and focused on strategic mon-
itoring and intelligence, academic monitoring and intelligence,
creation of an expert knowledge base and the development of a
bioindustry firm directory. Like ShareAL, it stores information
in databases and attempts to share both explicit and tacit
knowledge. Unlike ShareAL, it has no analytic or facility char-
acterization component, has no shared computing environment
and utilizes a different set of underlying technologies.

Both the Genome Modeling System (GMS) [21] and Dis-
GeNET [22] are KM platforms developed for genomics. And
Lemaignan developed the Open Robots Ontology (ORO) for
linking symbols to concepts in the field of robotics [23].
These are good examples of KM platforms, but are different
in the way they represent data and interface with the user than
ShareAL because functional requirements and implementation
are closely tied to context. While general purpose KM plat-
forms are used within corporations for content curation and
employee engagement, they lack the analytic tools and data
ingestion capabilities necessary in collaborative analytics for
facility characterization.

IV. PROBLEM AND APPROACH

In this section the problem of achieving efficient knowledge
sharing and effective knowledge management in collaborative
data analytics is defined and our approach towards the problem
presented. In short, analysts face unique barriers to knowledge
sharing because they need to be able to share analytics
and data and an efficient means of performing exploratory
analysis. Without a shared system, there is a cost both in
terms of time and resources to transfer data and analytic tools.
Analysts also need a means of engaging in and viewing multi-
user discussions regarding the analytic tools to achieve tacit
knowledge sharing. The approach to this problem therefore
requires an integrated platform and not simply a knowledge
platform.

A. The Problem

We set out to design and build a knowledge management
platform for facility characterization analysts. There are al-
ready platforms, some open source, that provide analysts
with tools for viewing and manipulating streaming data or
storing and sharing data sets. However, none of these existing
platforms provide a shared computing environment, address
the needs of facility characterization in particular or integrate
tacit knowledge sharing as a core component. The problem,
then, is that an integrated platform that allows multi-user
discussions, facilitates the sharing of both analytics and data,
provides a shared computing environment and enables tacit
knowledge sharing is needed.

B. The Approach

Our approach to this problem involved building an in-
tegrated platform consisting of a web application as the
main user interface, an HPC cluster that provides a shared
computing environment for exploratory analysis, a team chat
application for tacit knowledge sharing and a live dashboard
tool for dynamic data engagement. This platform allows the
sharing of explicit and tacit knowledge via a user interface
designed to reduce knowledge barriers. This platform is a first
step towards gaining a deeper understanding of how to achieve
effective knowledge management in collaborative analytics.

1) Overview: Figure 1 shows a diagram of the architecture
of our approach to building an integrated platform for col-
laborative analytics in facility characterization. This diagram
identifies knowledge sources and explains how our approach
enables knowledge management and knowledge creation and
presentation. Each layer of this diagram represents an ordered
stage of the design process. First, all knowledge sources must
be identified. Next, a knowledge management strategy must be
developed. And finally, to interface the solution with actual
users a means of knowledge creation and sharing must be
established.

Explicit knowledge sources include data sets, metadata,
analytics and chat data. Data sets can vary in format and the
platform must be designed to handle any text based format,
such as xml, csv or json, as well as binary data. Data also
comes in the form of streaming data from sensors or Internet
of Things (IoT) devices. Metadata is data entered by the user
on the web application describing when data was collected,
how it was collected, when it expires and other information
along the same lines. It also includes user information and
metadata for analytic tools. Analytics are either executable
files or code that can be used to analyze data and deployed on
High Performance Computing (HPC) clusters to allow users to
perform quick exploratory analysis to determine if they should
invest additional time in a particular analytic or data set (this
process is also known as data snacking). Chat data is composed
of logs from communications between users and can provide
valuable contextual information to remove knowledge barriers
and share tacit knowledge.

Knowledge management is achieved in three basic steps:
create and store, access and transfer and engage and socialize.
Create and store is achieved using APIs for the collection of
data and data entered by users from existing databases or
files. Access and transfer of knowledge is achieved through
the web application and via APIs that can access databases
where information is stored. Engage and socialize is the stage
that allows the sharing of tacit knowledge and involves user
interactions in a team chat application, exploratory analysis
achieved through deployment of analytics in an HPC environ-
ment and interacting with data via the streaming data a live
dashboard. For facility characterization, the web application
will provide custom dashboard pages that will allow users to
display the status of a particular location along with images
of that location and the cumulative score of analytics against
relevant data sets. These dashboards will also serve as a means
for engaging and socializing knowledge.
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Fig. 1. Approach Architecture - an integrated platform consisting of a web
application as the main user interface, an HPC cluster that provides a shared
computing environment for exploratory analysis, a stand-alone team chat
application for tacit knowledge sharing and a live dashboard tool for dynamic
data engagement

Knowledge creation is achieved via the web application
and team chat software running alongside the main web
application. This process results in knowledge presented in
the form of interactive dashboards, results from analytics run
against data sets and chat logs. We will now take a look in
more depth at how explicit knowledge and tacit knowledge
are stored and transferred and at the functional requirements
of the system.

2) Explicit Knowledge Sharing: The first task in allowing
explicit knowledge sharing is to consider what types of explicit
knowledge exists within collaborative analytics for facility
characterization. We identified the following categories:

• data sets (static and streaming)
• analytics
• user information
• facility details and status

To achieve knowledge sharing of these types of information,
only three fundamental elements are needed. A front-end user
interface that can be used to input/view the data, a back-end
for storing the data and a pipeline for ingesting streaming data.
Our design uses two separate databases for static vs streaming
data as well as providing separate visualization tools for each.
We believe this separation of concerns is optimal both in terms
of design and function.

3) Tacit Knowledge Sharing: The first task in allowing
tacit knowledge sharing is to consider what types of tacit
knowledge exists within collaborative analytics for facility
characterization. We identified the following broad categories:

• interpreting analytic output
• exploratory data analysis and data snacking
• understanding when to use an analytic
• understanding why and how data was collected
• understanding facility characteristics and purpose

To achieve tacit knowledge sharing, we need two fundamen-
tal elements. First, a means for users to run analytics provided
by other users in order to perform exploratory analysis. And
second, a way for users to socialize and overcome knowledge
barriers via communal engagement. Our approach was to
solve the first hurdle within our platform via a local HPC
environment where users can run analytic tools against existing
data sets. The need for communal engagement is addressed
via Let’s Chat [24], an open source chat platform. Any real-
time, interactive chat platform (Slack, Mattermost, etc.) could
provide similar functionality. A stand-alone Let’s Chat server
will run alongside the web platform. At a higher level, the
entire platform will itself provide a context within which users
can participate in tacit knowledge sharing as they interact with
the available tools in a team environment.

4) Functional Requirements: A software platform has
many functional requirements, but in the case of an integrated
platform for collaborative analytics in facility characterization
there are a few that are significant. First, it is important that
the user be able to intuitively create, update and search both
data sets and analytics. Second, the user must be able to
intuitively add and score new facilities. Third, it is crucial
for the conveyance of tacit knowledge that the ability to gain
experiential knowledge via running other user’s analytics and
engaging with the results be accessible. Fourth, the user should
be able to multitask and switch between the various tools
available in the platform, including team chat.

The method we used to achieve each of these goals involved
placing these functionalities in prominent locations in the
user interface. All core functions were placed such that they
are discoverable when first encountering the user interface
and remain discoverable while using the program. Utilizing
a web application aids in multitasking, because the concept
of tabs helps the user multitask and maintain access to the
main website even when switching between tools. Team chat
software runs alongside the main application and can be
minimized for easy access while using the platform.

V. THE SHAREANALYTICS PLATFORM

This section provides details on how we implemented
our approach, explained in Section IV-B, to an integrated
collaborative analytics platform for facility characterization.
To experiment with the platform, please visit ORNL’s public
GitHub repository [5], where full documentation is provided
for how to get started. The ShareAnalytics Platform, or
ShareAL, is a lightweight and extensible knowledge manage-
ment platform for collaborative data analytics that meets the
needs of NILM facility characterization. It consists of three
core components: a full stack web application based on the
MEANJS project [25], a Grafana [26] dashboard for analyzing
streaming data and a High Performance Computing (HPC)
cluster running Slurm [27] to facilitate exploratory analysis.
ShareAL allows users to create dashboards for each facility
of interest, score them via custom analytic products and to
share the results of analyses performed on a local HPC Slurm
cluster. It enables the sharing of both data and a computational
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Fig. 2. Implementation Architecture - a lightweight and extensible knowledge
management platform for collaborative data analytics that meets the needs of
NILM facility characterization consisting of a full stack web application, a
dashboard for analyzing streaming data and a High Performance Computing
(HPC) cluster to facilitate exploratory analysis

environment for exploratory analysis. A demonstration HPC
environment implemented using Docker [4] is provided to
allow users to test the platform before investing in HPC re-
lated hardware if their use case requires additional computing
resources.

Figure 2 shows how the core components of ShareAL are
connected and how the user interfaces with those components.
The web application is the main method of interfacing with
the platform. Streaming data can be viewed in Grafana or
accessed via the main web application to generate static data
sets by providing a date range. Running analytics on the HPC
cluster is achieved directly through the web application. Let’s
Chat [24] [28] is open source team chat software that runs
alongside the web interface as a stand-alone application.

A. Web Application

The web application targets NILM facility characterization.
In addition to normal website functionality such as user
management, it gives the user access to dashboards, data sets,
analytics and the ability to perform analyses on the HPC clus-
ter. The dashboard is geared towards facility characterization
and allows the user to create a metric composed of multiple
analytics for a particular site to provide a cumulative score.
Data sets and analytics can be shared amongst users to allow
collaboration or access to the data can be restricted. Once
analytics and data sets have been uploaded to the website, an
analysis can then be run on the HPC cluster and the results
applied to a particular dashboard’s facility characterization
score or viewed on the results page.

Figure 3 shows a fictitious dashboard example for a site un-
der surveillance by law enforcement using NILM. It provides
both the historical and current scores of each analytic that
contributes to the total score as well as for the total score itself,
in this case the score being related to potential illegal activity.
Each of the analytics is related to energy usage of a particular
category of devices and the total score is a combination of
those individual metrics.

Fig. 3. Fictitious Dashboard Example - a simulated site under surveillance by
law enforcement using NILM to view historical energy usage and determine
the probability that the facility is being used for illegal activity by scoring
custom analytics

Fig. 4. Dashboard Snapshot - a sample grafana dashboard showcasing a small
sample of the customizable widgets that can be used to interact with data -
graphs, gauges, heat maps and topological maps

B. Dashboard

The dashboard, shown in Figure 4, is built using Grafana
and InfluxDB. Grafana is an interactive dashboard tool that
includes drag and drop widgets that reduce barriers to engag-
ing with streaming data. In addition, there are a multitude
of plugins that provide additional widgets for specific types
of graphs or figures, reducing the amount of work for the
user. Instructions for adding plugins are available in the
documentation. In addition, Grafana itself is open source.

C. HPC Cluster

The HPC cluster allows C, python, Matlab and bash script
based analytics to be run against uploaded data sets. Additional
languages can be supported by simply editing the web server
on the head node of the cluster that handles requests from
the web based application. This feature allows users to test
the full functionality of the platform without any investment
in additional hardware and can be used in deployment if it is
sufficient for their use case.
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D. Example Use Case

A power company wants to use NILM to monitor energy
usage in a specific set of communities so that they can better
understand their customers. Their statistician has developed
a set of analytics to achieve this task and uploaded them to
ShareAL via the web interface. At the same time, an analyst
from law enforcement has written a script to determine if a
residence is being used for illegal activities, uploaded it to
ShareAL and asked the power company to run it as they
ingest new data (with relevant legal permissions in place and
in accordance with privacy laws). When the power company’s
analyst checks their dashboards, they see an alert that there
may be illegal activity and contact the law enforcement analyst
through ShareAL’s chat application. Via knowledge gained in
this conversation, the law enforcement analyst decides to log
in to ShareAL and run some additional analytics. ShareAL al-
lowed users from different organizations to share and generate
knowledge by removing common barriers to communication
and data analysis. Note that this is a conceptual example and
assumes proper warrants and legal permissions are in place as
described.

VI. CONCLUSION AND FUTURE WORK

In this paper we considered the problem of knowledge
management in collaborative data analytics and presented
ShareAL, an integrated knowledge management platform, as
a solution to that problem for facility characterization. Data
science presents unique barriers to effective collaboration. At
a minimum, data scientists must have the ability to share
both data and a computational environment to collaborate
effectively [1]. In addition to these basic properties, the
solution we have presented allows the sharing of both explicit
and tacit knowledge among scientists. ShareAL accomplishes
these goals via a web application with a shared compute
environment, an interactive dashboard tool and Let’s Chat for
team chat. One thread of future work involves deploying the
ShareAL platform in varied environments to see how well
it removes the perceived barriers to knowledge sharing and
to determine what barriers still remain. While ShareAL was
designed for facility characterization, it can be adapted to
other environments to address the challenges of collaborative
analytics. In the process of making these adaptations, the
platform can be extended and improved.

Future work in the theory of knowledge management for
data analytics also needs to be done. Collaborative analytics
provides a unique context for applying knowledge manage-
ment theory and practices. There is still plenty of room for
growth in defining terminology within this specific context and
refining the model for achieving knowledge sharing, removing
knowledge barriers and ensuring that both explicit and tacit
knowledge are transferred effectively.
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