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Abstract

A number of routing metrics have been proposed to select a path with better performance

in wireless mesh networks. Most of them partially rely on link loss rates when evaluating the

path’s performance. Thus accurately measuring the link loss rate is essential to the design

of effective routing metrics identifying efficient paths. Currently, a broadcast based probe

mechanism is commonly used by routing metrics to estimate the link loss rates. However, this

mechanism often yields inaccurate link loss rates. Based on our extensive simulations, we find

out that the limitations of this mechanism are due to: 1) the use of basic (lowest) data rate to

probe the loss rate while the link might be used with a higher data rate; 2) the assumption that

links are symmetric, which is not true in real case; 3) the low number of packet probes used to

measure the link loss rate. This work proposes appropriate solutions to the above weaknesses.

Our experimental results indicate that our proposed modifications can measure the link loss

rate accurately.

1 Introduction

A Wireless Mesh Network (WMN) is a communication network that consists of independent wire-
less nodes [1]. It is dynamically self-organized and self-configured, with the nodes in the network
automatically establishing and maintaining node connectivity among themselves. Unlike tradi-
tional mobile ad-hoc networks, the mesh nodes have minimal mobility and the topology normally
does not change. Therefore, a WMN can be seen as a special type of wireless ad hoc network.
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Due to these unique features, WMN has gained considerable popularity recently both in re-
search and industry. A number of interesting applications or systems have emerged and some are
commercially available based on such wireless networks [2–4]. Many on-going research projects
aim to enhance WMN’s performance. A key focus of this research is to determine high-throughput
paths. Traditional wired networks have stable communication links and identical bandwidths, thus
locating a path with the minimum hop count metric may suffice to guarantee the high-throughput
performance. However, unlike wired networks, WMNs have wireless links with a wide range of
different link loss rates or data transmission rates. Therefore, the design of an effective routing
metric is more complex and challenging. To design such a metric, it is necessary to capture all the
characteristics of the wireless links and paths that might affect the path performance. The more
path characteristics the metric catches, the higher performance it will be. Among all these link
characteristics, link loss rate is one of the key properties to affect link and path performance.

Many link quality aware routing metrics have been proposed such as the Expected Transmission

Count (ETX) [5], Round Trip Time (RTT) [6], the Expected Transmission Time (ETT) [7], and
Expected Transmission Time (iETT) [8]. Most of them consider the link loss rate. For example,
the Expected Transmission Count (ETX) evaluates paths largely based on the link loss rate, and
Expected Transmission Time (ETT) actually is the function of the loss rate and the bandwidth on
each link, which represents the total transmission time needed to send a data packet successfully
over a path. Therefore, it is critical to assess the link loss rate accurately in order to guarantee the
effectiveness of these routing metrics.

Currently, most routing metrics use a broadcast based probe method proposed by De Couto et

al. to measure the link loss rate [5]. In this method, each node broadcasts a link probe packet every
second, and every neighbor tracks the number of probes received in the last ten seconds to approx-
imately measure the link loss rate. However, this method often yields inaccurate measurement of
link loss rates.

In this report, we analyze and evaluate the traditional method of measuring the link loss rate,
and point out its weaknesses and drawbacks: 1) the probes are sent out with the basic (lowest)
data rate which is not the rate used for sending data packets; 2) this method assumes that links
are symmetric, i.e., that loss rates are the same in both directions; 3) the frequency of sending out
probe packets is one per second over 10 seconds generates a too small number of probes to get
accurate link loss rates.

The rest of this paper is organized as follows: Section 2 summarizes the motivation of our work
and describes the traditional method of measuring link loss rate in detail. In Section 3, we examine
the shortcomings of this method and propose corresponding solutions. Section 4 demonstrates the
experimental settings and results. The conclusions are presented in Section5.

2



2 Motivation and Related Work

In Wireless Mesh Networks (WMNs), nodes communicate with wireless signals. Due to the shared
nature of these communication channels, the packet loss are ineluctable. Based on 802.11 proto-
col [9], the MAC layer uses link-level retransmissions for frame losses. Thus it takes more time to
successfully send a packet over a lossy link. This retransmission time not only negatively affects
this specific link performance, it also hurts the overall path throughput because other links on the
route cannot send any packet while the sender is retransmitting. As a result, these link losses will
be felt at application layer in forms of lower throughput and higher end-to-end delays. Therefore,
it is essential to accurately capture the loss rates of the links, and avoid highly lossy links when
selecting a routing path.

In order to accommodate different channel conditions, it is possible to use different data trans-
mission rates based on different modulation schemes. This multi-rate characteristic has been shown
to greatly improve wireless multi-hop network performance [10–12]. So, modern wireless radios
typically support different rates. Therefore, a wide range of data transmission rates exists simul-
taneously within one wireless mesh network. Due to the physical properties of wireless radios, a
higher data rate usually requires a better channel in order to transmit packets successfully. So on
average, sending a packet with a lower data rate will more likely be delivered. Most existing rout-
ing protocols used in wireless networks, such as DSR [13], AODV [14], and LQSR [7], discover
routing paths with a broadcast based method. These routing protocols broadcast route request
packets into networks using the basic (lowest available) data transmission rate. As a result, the
routing packets sent from the source node normally can be received successfully in the destination
node. However, in a wireless mesh network which supports multi-rate, those paths acquired by
routing protocols might not be efficient enough to support the actual data transmissions (in general
higher than the basic data rate), because the actual higher data rate will yield higher loss rates
resulting in higher retransmission times. Thus it is necessary to consider an accurate link loss rate
when determining a routing path.

A simple method used by most current routing metrics to measure individual link loss rate
was proposed by De Couto et al [5]. We refer this method as Broadcast-Based Probing method
(BBP) in this study. According to BBP, each node periodically broadcasts a link probe packet to
its neighbor nodes at an average period of τ . In order to avoid synchronization, probes are sent
out with a jitter of 0.01 ∗ τ . Wireless nodes are required to record the number of probes they have
received during the last ω seconds. Therefore the delivery rate from the sender at time t can be
represented as the follows:

d(t) =
count(t− ω, t)

ω/τ
(1)
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Here count(t − ω, t) is the number of probes received during the window ω, and ω/τ is the
number of probes that should have been received.

Since most wireless links are bidirectional, probes’ loss rates on both directions are considered
to measure the loss rates in this BBP method. Therefore, in addition to tracking the number of
probe packets received, every node needs to put its measured loss rates in its own probe packets
and sends them to its neighbors. Since the broadcast packets are neither re-transmitted nor ac-
knowledged according to IEEE802.11 technologies, a node can measure link loss rates based on
the information obtained from its neighbors and it own records. Given one link A to B, let suppose
df be the forward probe packets’ delivery ratio (A → B)) and dr be the probability of the success-
fully reverse delivery rate (B → A). Then the probability that a data packet can be successfully
transmitted via link AB is:

p =
1

df ∗ dr

(2)

Consequently, the link loss rate for this specific link is 1− p.

3 Limitations and our Solutions

Although the BBP method is widely used by current routing metrics in wireless mesh networks,
it has some limitations that may yield inaccurate loss rates. In this section, we demonstrate BBP
drawbacks using the ns-2 simulator [15] and explain the reasons for these drawbacks.

The first drawback of the BBP is that it assumes the loss rate of packets sent by the basic data
rate is the same as the loss rate for packets sent with other higher data transmission rates: BBP
broadcasts probe packets with the basic data rate and measures the frame loss rate for that basic
rate. This assumption is not valid. There is some relationship between the bit error rate (directly
relevant to the loss rate of link) and signal-to-noise (SNR) for various modulation schemes or
data rates [10]. For a given SNR, the modulation scheme with a higher data rate usually yields a
higher loss rate, as shown in Figure 1 [10]. In other words, given a specific link, sending packets
with lower data rates is more reliable (less link loss) than sending packets with a higher data
transmission rate.

Wireless Mesh Networks normally use radios supporting multiple rates. Therefore, depending
on channel conditions, distance and modulation schemes, different links will have very different
transmission rates. Currently, the IEEE 802.11g standard offers data rates of 6, 9, 12, 18, 24, 36,
48 and 54 Mbps while the earlier IEEE 802.11b standard supports 1, 2, 5.5 and 11 Mbps data
rates [16, 17]. The difference of data rates is more prominent in future IEEE 80211n standard,
in which data rates will be in the ranging of 6 Mps to 200 Mbps. According to the parameters
from the published specifications of many wireless card providers, such as Lucent ORiNOCO PC

4



Figure 1: BER and as a function of SNR

card [18], a commonly used IEEE 802.11b wireless card, the sensitivities for successfully received
data packets vary for different transmission rates. Therefore, using the basic data rate to probe the
link loss rates is not effective on multi-rate networks. As a result, BBP tends to underestimate the
loss rates for wireless links. To address this drawback, we propose to send probes with the actual
data transmission rates when we probe the link loss rates for wireless links.

The second limitation is that BBP computes the link loss rate based on its probes’ loss rates
in both directions of that link. According to the equation 2 in previous section, BBP assumes
that the link is symmetric. Thus for a bidirectional link AB, the link A → B and B → A hold
exactly the same link loss rate with this method. Nonetheless, in real wireless network scenarios,
a substantial percentage of wireless links are asymmetrical especially when the distance between
nodes is large [19]. So BBP method omits the asymmetric nature of wireless links.

Furthermore, the successful delivery of a packet requires successful forward delivery and suc-
cessful acknowledgement delivery. The link loss rate depends on both directions. However, based
on IEEE 802.11 standards [9], a receiver sends the ACK at the basic data rate. So ACKs have
higher probabilities to be transmitted successfully than normal data packets because data packets
are sent with the real data transmission rate. If a data packet can be transmitted successfully in for-
ward link with higher data rates, the chance for the ACK to get through (on the reverse direction) is
very high. To take wireless links’ asymmetry and ACKs transmitted with basic data transmission
rate issues into account, it is more appropriate to count only one way link probes to measure the
link loss rates. By doing this, the link loss rate from A to B is different from the link loss rate from
B to A.

The third limitation of BBP lies in its implementation. BBP sends probes every second (in-
terval) to its neighbors, and the time (duration/window size) of sending probes is 10 seconds. To
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Figure 2: Measured Link Loss Rate with Interval 1 Second

verify whether these parameters (interval and duration) are reasonable enough to measure the link
loss rate accurately, the following experimental settings are established. Two wireless nodes (S and
D) are placed at a distance of 250 meters. Both Node S and Node D are configured with one wire-
less radio supporting 802.11g. To find out whether interval one second with 10 seconds duration is
appropriate to get accurate loss rates, we conduct experiments with interval 1 to probe the link loss
rate from Node S to Node D. In this experiment, the actual data transmission rate is used to send
probes and the probing duration is set to 10 seconds. 20 separate experiments are conducted. For
each experiment, one individual link loss rate value is obtained. Figure 2 plots the link loss rates
achieved from these 20 independent experiments, each point represents one experimental result.
In this figure, the vertical axis represents the link loss rates and the horizontal axis stands for the
experiment number. The line marked with • indicates the real loss rate of the link, the line marked
with ¦ is the loss rates measured by these 20 independent experiments. According to the results,
BBP is prone to lead to a wide range of different loss rates from 0.0 to 0.6 for measuring one
specific link. Apparently, the loss rates obtained by a one second interval with a duration of 10
seconds are inaccurate. Given the same link, the measured loss rate is not consistent and in real
case only one measurement is used.

To detect how different intervals affect the accuracy of link loss rate measurements, various
interval parameters are tested, which include 1s, 0.5s, 0.25s, 0.1s, 0.05s 0.025s, 0.01s, and 0. 005s.
Like the former experiments, the actual data transmission rate is used to send probe packets and
the duration is set to 10 seconds. According to our results, the interval 0.5s and 0.1s are still not
effective enough to measure link loss rate accurately. Interval 0.005s is effective. To make our
the figure clearer, Figure 3 only plots the correspondent link loss rates acquired by intervals 0.25s,
0.05s, 0.025s and 0.01s. Observe the experimental results from this figure, link loss rates can be
calculated precisely when setting intervals to 0.025s or 0.01s. Although setting interval 0.01 is
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Figure 3: Measured Link Loss Rate with Different Interval

more precise than using interval 0.025, the result with 0.025s is already reliable enough since the
maximal deviation getting from interval 0.025s is only 0.015.

Another way to measure the link loss rate more accurately is to use durations(windows) longer
than 10 seconds. Actually, the accuracy of the link loss rate significantly depends on the number
of probes sent out. If only a total of 10 probes is sent out (interval of 1s and the duration is 10s),
whether one probe packet is lost greatly affects the final link loss rate. However if we send more
probes in one unit time or in a longer duration, one or two single packet’s loss will have a small
effect on the overall result, which roughly leads to more accurate measurements. For example,
Figure 4 demonstrates the link loss rate measured by using an interval of 1s with a duration of 400
second to test the link loss rates with 20 separate experiments. Obviously, longer duration yields
better accuracy.

4 Experimental Setting and Results

In this section, the effectiveness of our proposed solutions for BBP’s drawbacks is evaluated using
ns-2 simulator [15]. To make our experimental setting close to real systems, the parameters used
in our simulator are based on the specification published on Cisco website [20]. Table 4 lists the
sensitivities used for each individual transmission rate. Two wireless nodes (source Node S and
destination Node D) are used in our simulation; the distance between the two nodes is set to vary
from 210 to 300 meters in steps of 10 meters (according to the parameter shown in table 1, data
rate transmitted with this range is typically 24 Mbps). Within each wireless node, an IEEE 802.11g
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Figure 4: Measured Link Loss Rate with Longer Duration

radio is configured.
For each distance between Node S and Node D, we use the following five protocols to measure

the link loss rates independently. 1) Original BBP: it uses the basic data rate to send probes with
an interval of 1 second in a duration of 10 seconds, and the link loss rate is measured based on
probe delivery rates in both directions; 2) BBP-I: it uses the basic data rate to send probes with an
interval of 0.025 second in a duration of 10 seconds, and the link loss rate is measured based on
both directions; 3) BBP-II: it uses the actual data rate to send probes with an interval of 1 second
in a duration of 10 seconds and the link loss rate is measured based on the number of received
packets in only the forward direction; 4) BBP-III: it uses the actual data rate to send probes with
an interval of 0.025 second in a duration of 10 seconds and the final link loss rate is measured
based on both directions of that link; 5) BBP-final, it is a BBP protocol with all modifications.
BBP-final adopts all the proposed solutions explained in the previous section. So the difference
between BBP-final and BBP-III is that BBP-final method measures the link loss rate only based
on the number of received probes in forward direction. The actual link loss rate is measured by a
real CBR traffic initiated from Source node S to Destination node D. Since 802.11 MAC scheme
uses link level acknowledgement and retransmission mechanisms to mask data packet losses for
the application layer. So from the application layer point of view, links are packet-loss free with
the price of low throughput. To calculate the actual link loss in real applications, we disabled this
retransmission scheme. By checking the trace file, the actual link loss rate can be successfully and
precisely measured.

The experimental results are shown in Figure 5. Here the vertical axis represents the link loss
rates measured and the horizontal axis stands for the distances between these two nodes. Totally
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Parameter Description
Transmission Power 10 dbm
54Mbps Sensitivity -68 dbm
48Mbps Sensitivity -71 dbm
36Mbps Sensitivity -75 dbm
24Mbps Sensitivity -79 dbm
18Mbps Sensitivity -82 dbm
12Mbps Sensitivity -84 dbm
9Mbps Sensitivity -87 dbm
6Mbps Sensitivity -89 dbm

Table 1: Wireless Card Interface Parameter

six curves are plotted in this figure, and the red curve marked with • is the real link loss rates
for each specific distance. The result measured with the original BBP sending probes with basic
data rate is shown by the curve marked with ? that obviously underestimates the link loss rates,
because the required sensitivities to receive a packet with the basic data rate is much lower than
the sensitivities needed to decode a packet sent with a higher data transmission rate. The same
conclusion can be drawn from the curve marked with 4, which also sends probes with the basic
data rate. Meanwhile, as revealed by the curve marked with ◦, when sending probes with actual
data transmission rates, the number of probes is also an important factor to affect the accuracy
of the link loss rates’ assessment. The BBP implementation uses one second as interval and 10
seconds as duration. These values are not effective to get accurate link loss rates. We also find that
calculating the loss rate based on the link quality of both directions leads to overestimating the real
link loss rate according to the curve marked with ¦. As a conclusion, to address all the drawbacks,
our solution measures the link loss rate accurately, as shown by the curve marked with ∗.

5 Conclusions

In this study, Broadcast Based Probe method (BBP), a commonly used method adopted by many
routing metrics to measure the link loss rates, has been extensively investigated. Based on ns-2

simulations, we found that the accuracy of BBP is low in wireless networks supporting multiple
rates. The limitations of the BBP method are mainly due to overall three aspects: 1) the probes
are sent out with the basic data rate; 2) Deriving the link loss rate based on the link quality of both
directions of the link is not necessary; 3) The number of probes(one second interval with window
size 10 second) is not sufficient to deliver accurate loss rates.

To take all the limitations into consideration, we propose 1) to use actual data rates when
sending probe packets to neighbors, 2) to send more probes, and 3) to compute the loss rate based
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Figure 5: Link Loss Rates Based on Different Measure Protocols

on the forward link only. Our simulation results suggest that these modifications make BBP more
accurate.
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