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Abstract— Autonomous vehicles (AVs) are on the road. To
safely and efficiently interact with other road participants, AVs
have to accurately predict the behavior of surrounding vehicles
and plan accordingly. Such prediction should be probabilistic,
to address the uncertainties in human behavior. Such prediction
should also be interactive, since the distribution over all possible
trajectories of the predicted vehicle depends not only on
historical information, but also on future plans of other vehicles
that interact with it. To achieve such interaction-aware predic-
tions, we propose a probabilistic prediction approach based
on hierarchical inverse reinforcement learning (IRL). First,
we explicitly consider the hierarchical trajectory-generation
process of human drivers involving both discrete and continuous
driving decisions. Based on this, the distribution over all future
trajectories of the predicted vehicle is formulated as a mixture
of distributions partitioned by the discrete decisions. Then we
apply IRL hierarchically to learn the distributions from real
human demonstrations. A case study for the ramp-merging
driving scenario is provided. The quantitative results show that
the proposed approach can accurately predict both the discrete
driving decisions such as yield or pass as well as the continuous
trajectories.

I. INTRODUCTION

Autonomous vehicles (AVs) are interacting with human
on the road. To this end, it needs to predict and reason
about possible future behavior of human, and plan its own
trajectories accordingly. Wrong prediction can cause either
too conservative motions such as unnecessary stops/yielding,
or dangerous situations like emergency brakes and unavoid-
able collisions. Hence, accurate prediction is of crucial
importance to enable a safe and efficient autonomous car.

Starting from as simple as assuming that the other drivers
would maintain their current velocities within the plan-
ning horizon [1] [2] to as complicated as modelling the
probability distributions over all possible trajectories/actions,
many prediction approaches have been proposed. In terms of
prediction output, they can be categorized into two groups:
deterministic prediction [1]–[4] and probabilistic prediction
[5]–[7]. Both categories can be implemented based on var-
ious models such as neural networks (NN) [8] [9], hidden
Markov models (HMM) [10] and Bayes net [6]. Most of the
work, however, formulated the future trajectories/actions as
either deterministic functions or conditional probabilities of
historical and current scene states. The influence of human
drivers’ beliefs about the other vehicles future actions are
ignored in the prediction framework.
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In fact, in interactive driving scenarios, human drivers
will actively anticipate and reason about surrounding vehi-
cles’ behavior when they decide the next-step actions. This
means that besides historical and current scene states, the
distribution over all possible trajectories is also influenced
by their beliefs about other vehicles’ plan. For example,
given the same historical trajectories, a lane-keeping driver
might be more probable to decelerate rather than maintaining
current speed if the driver thinks another vehicle is about
to merge into his lane. Such interaction-aware prediction is
incorporated implicitly into a planning framework in [11],
but the prediction output is deterministic.

Our insight is that in highly interactive driving scenarios,
an accurate prediction should consider not only the time-
domain dependency but also the interaction among vehicles.
Namely, an autonomous car should anticipate the conditional
probability over all possible trajectories of the human driver
given not only historical and current states, but also its own
future plans.

To obtain such a probabilistic and interactive prediction
of human drivers’ behavior, we need to approximate the
“internal incentive” that drives human to generate specific
behavior. Note that human’s planning procedure is naturally
hierarchical, involving both discrete and continuous driving
decisions. The discrete driving decisions determine the game-
theoretic outcomes of interaction such as to yield or to pass,
whereas the continuous driving decisions influence details of
the resulting trajectories in terms of smoothness, distances
to other road participants and higher-order dynamics such
as velocities, accelerations and jerks. Hence, to describe
the influence of both discrete and continuous decisions,
we propose a hierarchical inverse reinforcement learning
(IRL) framework in this paper, to learn trajectory-generation
process of human from observed demonstrations. Given the
autonomous vehicle’s future plan, the probability distribution
over all future trajectories of the predicted human driver is
modelled as a mixture of distributions, partitioned by the
discrete driving decisions.

Contributions of this paper are the following two.
A formalism for probabilistic interactive prediction of
human driving behavior. We model the prediction problem
from the perspective of a two-agent game by explicitly con-
sidering the responses of one agent to another. We formalize
the distribution of predicted vehicle’s future trajectories as
a probability distribution conditioned not only on historical
and current information, but also on future plans of the ego
vehicle.
A hierarchical IRL framework. We explicitly consider the

ar
X

iv
:1

80
9.

02
92

6v
1 

 [
cs

.L
G

] 
 9

 S
ep

 2
01

8



hierarchical planning procedure of human drivers, and for-
mulate the influences of both discrete and continuous driving
decisions. Via hierarchical IRL, the conditional distribution
over all possible future trajectories is expressed as a mixture
of probability distributions partitioned by different game-
theoretic outcomes of interactive vehicles.
Related Work in IRL: Initially proposed by Kalman [12],
the concept of Inverse Reinforcement Learning is first for-
mulated in [13]. It aims to infer the reward/cost functions
of agents from their observed behavior by assuming that
the agents are rational. To deal with uncertainties and noisy
observations, Ziebart et al. [14] extended the algorithm
based on the principle of maximum entropy. It assumes that
agents actions/behavior with lower cost are exponentially
more probable, and thus an exponential distribution family
can be established to approximate the distribution of ac-
tions/behavior. Building on this, Levine et al. [15] formulated
the continuous IRL algorithm and used it to minic and predict
human driving behavior, and Liu et al. [16] used IRL to
approximate the decision-making process of taxi drivers and
passengers in public transportation. In [17], Shimosaka et
al. predicted human driving behavior in diverse environment
by formulating IRL with multiple reward functions. Kret-
zschmar et al. [18] considered the hierarchical trajectory-
generation process of human navigation behavior, but they
focus on cooperative agents that share the same reward
function instead of interactive agents that have significantly
different reward functions.

II. PROBLEM STATEMENT

We focus on predicting human drivers’ interactive behav-
ior within two vehicles: a host vehicle (denoted by (·)H )
and a predicted vehicle (denoted by (·)M ). All other in-scene
vehicles are treated as surrounding vehicles, denoted by (·)iO
(i=1, 2, · · ·, N is the index for surrounding vehicles). We use
ξ to represent historical vehicle trajectories, and ξ̂ for future
trajectories1.

It is obvious that the probability distribution over all
possible trajectories of the predicted vehicle depends on his
own historical trajectory and those of surrounding vehicles.
Mathematically, such time-domain state dependency can be
modelled as a conditional probability density function (PDF),
as in [19]:

p(ξ̂M |ξ1:N
O , ξH , ξM ). (1)

However, as discussed above, in interactive driving sce-
narios, the influence of human’s beliefs about others’ next-
step actions cannot be ignored in order to get a good
prediction. From this perspective, the probability distribution
over all possible trajectories of the predicted vehicle should
also be conditioned on potential plans of the host vehicle.

1Note that trajectory is a sequence of states, i.e., ξ = [xT1 , x
T
2 , · · · , xTL ]T

where xi is the vehicle state at i-th time step. L is the trajectory length.
Depending on the representation, the vehicle state can be different. For
instance, it can simply be the positions of vehicles, or it can include
velocities, yaw angles, accelerations, etc.

Mathematically, such interaction-dependency further refines
the conditional PDF in (1) as

p(ξ̂M |ξ1:N
O , ξH , ξM , ξ̂H). (2)

The key aspect of this formulation is to actively consider
the influence of the host vehicle’s actions when predicting
the future trajectories of the predicted vehicle. In this sense,
we are trying to enable the autonomous vehicle to “think”
in the way that the predicted human driver thinks if he had
known the autonomous vehicle’s future plan.

III. MODELING HUMAN DRIVING BEHAVIOR

In order to predict human’s interactive driving trajectories,
we need to model the internal incentive of human that
generates his behavior.

A. Probabilistic Hierarchical Trajectory-Generation Process

As addressed above, the trajectory-generation process of
human drivers is naturally probabilistic and hierarchical.
It involves both discrete and continuous driving decisions.
The discrete driving decisions determine “rough” pattern (or
homotopy class) of his future trajectory as a game-theoretic
result (e.g., to yield or to pass), whereas the continuous
driving decisions influence details of the trajectory such as
velocities, accelerations and smoothness.

Figure 1 illustrates such probabilistic and hierarchical
trajectory–generation process for a lane-changing driving
scenario. The predicted vehicle (blue) is trying to merge
into the lane occupied by the host vehicle (red). Given all
observed historical trajectories ξ={ξ1:N

O , ξH , ξM} and his
belief about the host vehicle’s future trajectory ξ̂H , he first
decides whether to merge behind the host vehicle (d1

M ) or
merge front (d2

M ). Such discrete driving decisions are out-
comes of the first-layer probability distribution P (dM |ξ, ξ̂),
and partition the space of all possible trajectories into two
distinct homotopy classes2, each of them can be described
via a second-layer probability distribution p(ξ̂M |dM , ξ, ξ̂H).
Note that among different homotopy classes, the distributions
of the continuous trajectories can be significantly different
since the driving preference under different discrete decisions
may be different. For example, a vehicle decided to merge
behind might care more about comfort and less about speed,
while a vehicle merging front might care about completely
the opposite.

Hence, the conditional distribution p(ξ̂M |ξ, ξ̂H) in (2) is
formulated as a mixture of distributions, which explicitly
captures the influences of both discrete and continuous
driving decisions of human drivers:

p(ξ̂M |ξ, ξ̂H) =
∑

diM∈DM

p(ξ̂M |diM , ξ, ξ̂H)P (diM |ξ, ξ̂H) (3)

where DM represents the set of all possible discrete decisions
for the predicted vehicle.

2Two trajectories belong to a same homotopy class if they can be
continuously transformed to each other without collisions [18].
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⌅ = {⇠k
M}

<latexit sha1_base64="UHVBudOq2atwULhqhqlLNISnoPA=">AAAB+XicbVBNT8JAEJ3iF+JX0aOXjWDiibRc1IMJ0YsXE0yskNDabJcFNmw/srtVSeWnePGgxqv/xJv/xgV6UPAlk7y8N5OZeUHCmVSW9W0UlpZXVteK66WNza3tHbO8eyvjVBDqkJjHoh1gSTmLqKOY4rSdCIrDgNNWMLyY+K17KiSLoxs1SqgX4n7EeoxgpSXfLFfdNjtzM/eR3Q39K3dc9c2KVbOmQIvEzkkFcjR988vtxiQNaaQIx1J2bCtRXoaFYoTTcclNJU0wGeI+7Wga4ZBKL5uePkaHWumiXix0RQpN1d8TGQ6lHIWB7gyxGsh5byL+53VS1TvxMhYlqaIRmS3qpRypGE1yQF0mKFF8pAkmgulbERlggYnSaZV0CPb8y4vEqddOa/Z1vdI4z9Mowj4cwBHYcAwNuIQmOEDgAZ7hFd6MJ+PFeDc+Zq0FI5/Zgz8wPn8ArWGTKw==</latexit><latexit sha1_base64="UHVBudOq2atwULhqhqlLNISnoPA=">AAAB+XicbVBNT8JAEJ3iF+JX0aOXjWDiibRc1IMJ0YsXE0yskNDabJcFNmw/srtVSeWnePGgxqv/xJv/xgV6UPAlk7y8N5OZeUHCmVSW9W0UlpZXVteK66WNza3tHbO8eyvjVBDqkJjHoh1gSTmLqKOY4rSdCIrDgNNWMLyY+K17KiSLoxs1SqgX4n7EeoxgpSXfLFfdNjtzM/eR3Q39K3dc9c2KVbOmQIvEzkkFcjR988vtxiQNaaQIx1J2bCtRXoaFYoTTcclNJU0wGeI+7Wga4ZBKL5uePkaHWumiXix0RQpN1d8TGQ6lHIWB7gyxGsh5byL+53VS1TvxMhYlqaIRmS3qpRypGE1yQF0mKFF8pAkmgulbERlggYnSaZV0CPb8y4vEqddOa/Z1vdI4z9Mowj4cwBHYcAwNuIQmOEDgAZ7hFd6MJ+PFeDc+Zq0FI5/Zgz8wPn8ArWGTKw==</latexit><latexit sha1_base64="UHVBudOq2atwULhqhqlLNISnoPA=">AAAB+XicbVBNT8JAEJ3iF+JX0aOXjWDiibRc1IMJ0YsXE0yskNDabJcFNmw/srtVSeWnePGgxqv/xJv/xgV6UPAlk7y8N5OZeUHCmVSW9W0UlpZXVteK66WNza3tHbO8eyvjVBDqkJjHoh1gSTmLqKOY4rSdCIrDgNNWMLyY+K17KiSLoxs1SqgX4n7EeoxgpSXfLFfdNjtzM/eR3Q39K3dc9c2KVbOmQIvEzkkFcjR988vtxiQNaaQIx1J2bCtRXoaFYoTTcclNJU0wGeI+7Wga4ZBKL5uePkaHWumiXix0RQpN1d8TGQ6lHIWB7gyxGsh5byL+53VS1TvxMhYlqaIRmS3qpRypGE1yQF0mKFF8pAkmgulbERlggYnSaZV0CPb8y4vEqddOa/Z1vdI4z9Mowj4cwBHYcAwNuIQmOEDgAZ7hFd6MJ+PFeDc+Zq0FI5/Zgz8wPn8ArWGTKw==</latexit><latexit sha1_base64="UHVBudOq2atwULhqhqlLNISnoPA=">AAAB+XicbVBNT8JAEJ3iF+JX0aOXjWDiibRc1IMJ0YsXE0yskNDabJcFNmw/srtVSeWnePGgxqv/xJv/xgV6UPAlk7y8N5OZeUHCmVSW9W0UlpZXVteK66WNza3tHbO8eyvjVBDqkJjHoh1gSTmLqKOY4rSdCIrDgNNWMLyY+K17KiSLoxs1SqgX4n7EeoxgpSXfLFfdNjtzM/eR3Q39K3dc9c2KVbOmQIvEzkkFcjR988vtxiQNaaQIx1J2bCtRXoaFYoTTcclNJU0wGeI+7Wga4ZBKL5uePkaHWumiXix0RQpN1d8TGQ6lHIWB7gyxGsh5byL+53VS1TvxMhYlqaIRmS3qpRypGE1yQF0mKFF8pAkmgulbERlggYnSaZV0CPb8y4vEqddOa/Z1vdI4z9Mowj4cwBHYcAwNuIQmOEDgAZ7hFd6MJ+PFeDc+Zq0FI5/Zgz8wPn8ArWGTKw==</latexit>

p(⇠̂M |d2
M , ⇠, ⇠̂H)

<latexit sha1_base64="haAJW324g8NkxDD4xRERvjuEN80=">AAACDnicbVDLTsJAFJ36RHxVXbppBA0mhLRs1B3RDRsSTKyQ0NpMhylMmE6bmamRVP7Ajb/ixoUat67d+TcO0EQFT3KTM+fcm7n3+DElQprml7awuLS8sppby69vbG5t6zu71yJKOMI2imjE2z4UmBKGbUkkxe2YYxj6FLf8wcXYb91iLkjEruQwxm4Ie4wEBEGpJE8/KsYlpw9l6tyRkde4795UvUZZPco/av246OkFs2JOYMwTKyMFkKHp6Z9ON0JJiJlEFArRscxYuinkkiCKR3knETiGaAB7uKMogyEWbjq5Z2QcKqVrBBFXxaQxUX9PpDAUYhj6qjOEsi9mvbH4n9dJZHDqpoTFicQMTT8KEmrIyBiHY3QJx0jSoSIQcaJ2NVAfcoikijCvQrBmT54ndrVyVrEuq4XaeZZGDuyDA1ACFjgBNVAHTWADBB7AE3gBr9qj9qy9ae/T1gUtm9kDf6B9fAMao5ui</latexit><latexit sha1_base64="haAJW324g8NkxDD4xRERvjuEN80=">AAACDnicbVDLTsJAFJ36RHxVXbppBA0mhLRs1B3RDRsSTKyQ0NpMhylMmE6bmamRVP7Ajb/ixoUat67d+TcO0EQFT3KTM+fcm7n3+DElQprml7awuLS8sppby69vbG5t6zu71yJKOMI2imjE2z4UmBKGbUkkxe2YYxj6FLf8wcXYb91iLkjEruQwxm4Ie4wEBEGpJE8/KsYlpw9l6tyRkde4795UvUZZPco/av246OkFs2JOYMwTKyMFkKHp6Z9ON0JJiJlEFArRscxYuinkkiCKR3knETiGaAB7uKMogyEWbjq5Z2QcKqVrBBFXxaQxUX9PpDAUYhj6qjOEsi9mvbH4n9dJZHDqpoTFicQMTT8KEmrIyBiHY3QJx0jSoSIQcaJ2NVAfcoikijCvQrBmT54ndrVyVrEuq4XaeZZGDuyDA1ACFjgBNVAHTWADBB7AE3gBr9qj9qy9ae/T1gUtm9kDf6B9fAMao5ui</latexit><latexit sha1_base64="haAJW324g8NkxDD4xRERvjuEN80=">AAACDnicbVDLTsJAFJ36RHxVXbppBA0mhLRs1B3RDRsSTKyQ0NpMhylMmE6bmamRVP7Ajb/ixoUat67d+TcO0EQFT3KTM+fcm7n3+DElQprml7awuLS8sppby69vbG5t6zu71yJKOMI2imjE2z4UmBKGbUkkxe2YYxj6FLf8wcXYb91iLkjEruQwxm4Ie4wEBEGpJE8/KsYlpw9l6tyRkde4795UvUZZPco/av246OkFs2JOYMwTKyMFkKHp6Z9ON0JJiJlEFArRscxYuinkkiCKR3knETiGaAB7uKMogyEWbjq5Z2QcKqVrBBFXxaQxUX9PpDAUYhj6qjOEsi9mvbH4n9dJZHDqpoTFicQMTT8KEmrIyBiHY3QJx0jSoSIQcaJ2NVAfcoikijCvQrBmT54ndrVyVrEuq4XaeZZGDuyDA1ACFjgBNVAHTWADBB7AE3gBr9qj9qy9ae/T1gUtm9kDf6B9fAMao5ui</latexit><latexit sha1_base64="haAJW324g8NkxDD4xRERvjuEN80=">AAACDnicbVDLTsJAFJ36RHxVXbppBA0mhLRs1B3RDRsSTKyQ0NpMhylMmE6bmamRVP7Ajb/ixoUat67d+TcO0EQFT3KTM+fcm7n3+DElQprml7awuLS8sppby69vbG5t6zu71yJKOMI2imjE2z4UmBKGbUkkxe2YYxj6FLf8wcXYb91iLkjEruQwxm4Ie4wEBEGpJE8/KsYlpw9l6tyRkde4795UvUZZPco/av246OkFs2JOYMwTKyMFkKHp6Z9ON0JJiJlEFArRscxYuinkkiCKR3knETiGaAB7uKMogyEWbjq5Z2QcKqVrBBFXxaQxUX9PpDAUYhj6qjOEsi9mvbH4n9dJZHDqpoTFicQMTT8KEmrIyBiHY3QJx0jSoSIQcaJ2NVAfcoikijCvQrBmT54ndrVyVrEuq4XaeZZGDuyDA1ACFjgBNVAHTWADBB7AE3gBr9qj9qy9ae/T1gUtm9kDf6B9fAMao5ui</latexit>

p(⇠̂M |d1
M , ⇠, ⇠̂H)

<latexit sha1_base64="QVEfILefnCe2PqB7Qd2qTfKImEM=">AAACDnicbVDLTsJAFJ36RHxVXbqZCBpMCGnZqDuiGzYkmFghobWZDlOYMH1kZmoklT9w46+4caHGrWt3/o0DNFHBk9zkzDn3Zu49XsyokIbxpS0sLi2vrObW8usbm1vb+s7utYgSjomFIxbxtocEYTQklqSSkXbMCQo8Rlre4GLst24JFzQKr+QwJk6AeiH1KUZSSa5+VIxLdh/J1L6jI7dx370x3UZZPco/av246OoFo2JMAOeJmZECyNB09U+7G+EkIKHEDAnRMY1YOinikmJGRnk7ESRGeIB6pKNoiAIinHRyzwgeKqUL/YirCiWcqL8nUhQIMQw81Rkg2Rez3lj8z+sk0j91UhrGiSQhnn7kJwzKCI7DgV3KCZZsqAjCnKpdIe4jjrBUEeZVCObsyfPEqlbOKuZltVA7z9LIgX1wAErABCegBuqgCSyAwQN4Ai/gVXvUnrU37X3auqBlM3vgD7SPbxkMm6E=</latexit><latexit sha1_base64="QVEfILefnCe2PqB7Qd2qTfKImEM=">AAACDnicbVDLTsJAFJ36RHxVXbqZCBpMCGnZqDuiGzYkmFghobWZDlOYMH1kZmoklT9w46+4caHGrWt3/o0DNFHBk9zkzDn3Zu49XsyokIbxpS0sLi2vrObW8usbm1vb+s7utYgSjomFIxbxtocEYTQklqSSkXbMCQo8Rlre4GLst24JFzQKr+QwJk6AeiH1KUZSSa5+VIxLdh/J1L6jI7dx370x3UZZPco/av246OoFo2JMAOeJmZECyNB09U+7G+EkIKHEDAnRMY1YOinikmJGRnk7ESRGeIB6pKNoiAIinHRyzwgeKqUL/YirCiWcqL8nUhQIMQw81Rkg2Rez3lj8z+sk0j91UhrGiSQhnn7kJwzKCI7DgV3KCZZsqAjCnKpdIe4jjrBUEeZVCObsyfPEqlbOKuZltVA7z9LIgX1wAErABCegBuqgCSyAwQN4Ai/gVXvUnrU37X3auqBlM3vgD7SPbxkMm6E=</latexit><latexit sha1_base64="QVEfILefnCe2PqB7Qd2qTfKImEM=">AAACDnicbVDLTsJAFJ36RHxVXbqZCBpMCGnZqDuiGzYkmFghobWZDlOYMH1kZmoklT9w46+4caHGrWt3/o0DNFHBk9zkzDn3Zu49XsyokIbxpS0sLi2vrObW8usbm1vb+s7utYgSjomFIxbxtocEYTQklqSSkXbMCQo8Rlre4GLst24JFzQKr+QwJk6AeiH1KUZSSa5+VIxLdh/J1L6jI7dx370x3UZZPco/av246OoFo2JMAOeJmZECyNB09U+7G+EkIKHEDAnRMY1YOinikmJGRnk7ESRGeIB6pKNoiAIinHRyzwgeKqUL/YirCiWcqL8nUhQIMQw81Rkg2Rez3lj8z+sk0j91UhrGiSQhnn7kJwzKCI7DgV3KCZZsqAjCnKpdIe4jjrBUEeZVCObsyfPEqlbOKuZltVA7z9LIgX1wAErABCegBuqgCSyAwQN4Ai/gVXvUnrU37X3auqBlM3vgD7SPbxkMm6E=</latexit><latexit sha1_base64="QVEfILefnCe2PqB7Qd2qTfKImEM=">AAACDnicbVDLTsJAFJ36RHxVXbqZCBpMCGnZqDuiGzYkmFghobWZDlOYMH1kZmoklT9w46+4caHGrWt3/o0DNFHBk9zkzDn3Zu49XsyokIbxpS0sLi2vrObW8usbm1vb+s7utYgSjomFIxbxtocEYTQklqSSkXbMCQo8Rlre4GLst24JFzQKr+QwJk6AeiH1KUZSSa5+VIxLdh/J1L6jI7dx370x3UZZPco/av246OoFo2JMAOeJmZECyNB09U+7G+EkIKHEDAnRMY1YOinikmJGRnk7ESRGeIB6pKNoiAIinHRyzwgeKqUL/YirCiWcqL8nUhQIMQw81Rkg2Rez3lj8z+sk0j91UhrGiSQhnn7kJwzKCI7DgV3KCZZsqAjCnKpdIe4jjrBUEeZVCObsyfPEqlbOKuZltVA7z9LIgX1wAErABCegBuqgCSyAwQN4Ai/gVXvUnrU37X3auqBlM3vgD7SPbxkMm6E=</latexit>

Observed demonstrations

p(⇠̂M |⇠, ⇠̂H)
<latexit sha1_base64="Ly41twlpppJbn79THNRKImVxFVU=">AAACCHicbVBNS8MwGE79nPOr6tFLcBMmyGh3UW9DL7sIE6wbrKWkWbqFpWlJUnHUXb34V7x4UPHqT/DmvzHbCurmAyFPnud9efM+QcKoVJb1ZSwsLi2vrBbWiusbm1vb5s7ujYxTgYmDYxaLdoAkYZQTR1HFSDsRBEUBI61gcDH2W7dESBrzazVMiBehHqchxUhpyTdhOam4faQy946O/Mt7fR3/vBtHZd8sWVVrAjhP7JyUQI6mb3663RinEeEKMyRlx7YS5WVIKIoZGRXdVJIE4QHqkY6mHEVEetlkkxE81EoXhrHQhys4UX93ZCiSchgFujJCqi9nvbH4n9dJVXjqZZQnqSIcTweFKYMqhuNYYJcKghUbaoKwoPqvEPeRQFjp8Io6BHt25Xni1KpnVfuqVqqf52kUwD44ABVggxNQBw3QBA7A4AE8gRfwajwaz8ab8T4tXTDynj3wB8bHNz2gmZo=</latexit><latexit sha1_base64="Ly41twlpppJbn79THNRKImVxFVU=">AAACCHicbVBNS8MwGE79nPOr6tFLcBMmyGh3UW9DL7sIE6wbrKWkWbqFpWlJUnHUXb34V7x4UPHqT/DmvzHbCurmAyFPnud9efM+QcKoVJb1ZSwsLi2vrBbWiusbm1vb5s7ujYxTgYmDYxaLdoAkYZQTR1HFSDsRBEUBI61gcDH2W7dESBrzazVMiBehHqchxUhpyTdhOam4faQy946O/Mt7fR3/vBtHZd8sWVVrAjhP7JyUQI6mb3663RinEeEKMyRlx7YS5WVIKIoZGRXdVJIE4QHqkY6mHEVEetlkkxE81EoXhrHQhys4UX93ZCiSchgFujJCqi9nvbH4n9dJVXjqZZQnqSIcTweFKYMqhuNYYJcKghUbaoKwoPqvEPeRQFjp8Io6BHt25Xni1KpnVfuqVqqf52kUwD44ABVggxNQBw3QBA7A4AE8gRfwajwaz8ab8T4tXTDynj3wB8bHNz2gmZo=</latexit><latexit sha1_base64="Ly41twlpppJbn79THNRKImVxFVU=">AAACCHicbVBNS8MwGE79nPOr6tFLcBMmyGh3UW9DL7sIE6wbrKWkWbqFpWlJUnHUXb34V7x4UPHqT/DmvzHbCurmAyFPnud9efM+QcKoVJb1ZSwsLi2vrBbWiusbm1vb5s7ujYxTgYmDYxaLdoAkYZQTR1HFSDsRBEUBI61gcDH2W7dESBrzazVMiBehHqchxUhpyTdhOam4faQy946O/Mt7fR3/vBtHZd8sWVVrAjhP7JyUQI6mb3663RinEeEKMyRlx7YS5WVIKIoZGRXdVJIE4QHqkY6mHEVEetlkkxE81EoXhrHQhys4UX93ZCiSchgFujJCqi9nvbH4n9dJVXjqZZQnqSIcTweFKYMqhuNYYJcKghUbaoKwoPqvEPeRQFjp8Io6BHt25Xni1KpnVfuqVqqf52kUwD44ABVggxNQBw3QBA7A4AE8gRfwajwaz8ab8T4tXTDynj3wB8bHNz2gmZo=</latexit><latexit sha1_base64="Ly41twlpppJbn79THNRKImVxFVU=">AAACCHicbVBNS8MwGE79nPOr6tFLcBMmyGh3UW9DL7sIE6wbrKWkWbqFpWlJUnHUXb34V7x4UPHqT/DmvzHbCurmAyFPnud9efM+QcKoVJb1ZSwsLi2vrBbWiusbm1vb5s7ujYxTgYmDYxaLdoAkYZQTR1HFSDsRBEUBI61gcDH2W7dESBrzazVMiBehHqchxUhpyTdhOam4faQy946O/Mt7fR3/vBtHZd8sWVVrAjhP7JyUQI6mb3663RinEeEKMyRlx7YS5WVIKIoZGRXdVJIE4QHqkY6mHEVEetlkkxE81EoXhrHQhys4UX93ZCiSchgFujJCqi9nvbH4n9dJVXjqZZQnqSIcTweFKYMqhuNYYJcKghUbaoKwoPqvEPeRQFjp8Io6BHt25Xni1KpnVfuqVqqf52kUwD44ABVggxNQBw3QBA7A4AE8gRfwajwaz8ab8T4tXTDynj3wB8bHNz2gmZo=</latexit>

                 ⇠̂H
<latexit sha1_base64="r0bxGNYXxcg0X3IAml7tqGkcXQY=">AAAB83icbVBNT8JAEJ3iF+IX6tFLI5h4Ii0X9Ub0whETKybQkO2yhQ3bbd2dEknD7/DiQY1X/4w3/40L9KDgSyZ5eW8mM/OCRHCNjvNtFdbWNza3itulnd29/YPy4dG9jlNFmUdjEauHgGgmuGQechTsIVGMRIFg7WB0M/PbY6Y0j+UdThLmR2QgecgpQSP51e6QYNZ94tNes9orV5yaM4e9StycVCBHq1f+6vZjmkZMIhVE647rJOhnRCGngk1L3VSzhNARGbCOoZJETPvZ/OipfWaUvh3GypREe67+nshIpPUkCkxnRHCol72Z+J/XSTG89DMukxSZpItFYSpsjO1ZAnafK0ZRTAwhVHFzq02HRBGKJqeSCcFdfnmVePXaVc29rVca13kaRTiBUzgHFy6gAU1ogQcUHuEZXuHNGlsv1rv1sWgtWPnMMfyB9fkDoKmRiw==</latexit><latexit sha1_base64="r0bxGNYXxcg0X3IAml7tqGkcXQY=">AAAB83icbVBNT8JAEJ3iF+IX6tFLI5h4Ii0X9Ub0whETKybQkO2yhQ3bbd2dEknD7/DiQY1X/4w3/40L9KDgSyZ5eW8mM/OCRHCNjvNtFdbWNza3itulnd29/YPy4dG9jlNFmUdjEauHgGgmuGQechTsIVGMRIFg7WB0M/PbY6Y0j+UdThLmR2QgecgpQSP51e6QYNZ94tNes9orV5yaM4e9StycVCBHq1f+6vZjmkZMIhVE647rJOhnRCGngk1L3VSzhNARGbCOoZJETPvZ/OipfWaUvh3GypREe67+nshIpPUkCkxnRHCol72Z+J/XSTG89DMukxSZpItFYSpsjO1ZAnafK0ZRTAwhVHFzq02HRBGKJqeSCcFdfnmVePXaVc29rVca13kaRTiBUzgHFy6gAU1ogQcUHuEZXuHNGlsv1rv1sWgtWPnMMfyB9fkDoKmRiw==</latexit><latexit sha1_base64="r0bxGNYXxcg0X3IAml7tqGkcXQY=">AAAB83icbVBNT8JAEJ3iF+IX6tFLI5h4Ii0X9Ub0whETKybQkO2yhQ3bbd2dEknD7/DiQY1X/4w3/40L9KDgSyZ5eW8mM/OCRHCNjvNtFdbWNza3itulnd29/YPy4dG9jlNFmUdjEauHgGgmuGQechTsIVGMRIFg7WB0M/PbY6Y0j+UdThLmR2QgecgpQSP51e6QYNZ94tNes9orV5yaM4e9StycVCBHq1f+6vZjmkZMIhVE647rJOhnRCGngk1L3VSzhNARGbCOoZJETPvZ/OipfWaUvh3GypREe67+nshIpPUkCkxnRHCol72Z+J/XSTG89DMukxSZpItFYSpsjO1ZAnafK0ZRTAwhVHFzq02HRBGKJqeSCcFdfnmVePXaVc29rVca13kaRTiBUzgHFy6gAU1ogQcUHuEZXuHNGlsv1rv1sWgtWPnMMfyB9fkDoKmRiw==</latexit><latexit sha1_base64="r0bxGNYXxcg0X3IAml7tqGkcXQY=">AAAB83icbVBNT8JAEJ3iF+IX6tFLI5h4Ii0X9Ub0whETKybQkO2yhQ3bbd2dEknD7/DiQY1X/4w3/40L9KDgSyZ5eW8mM/OCRHCNjvNtFdbWNza3itulnd29/YPy4dG9jlNFmUdjEauHgGgmuGQechTsIVGMRIFg7WB0M/PbY6Y0j+UdThLmR2QgecgpQSP51e6QYNZ94tNes9orV5yaM4e9StycVCBHq1f+6vZjmkZMIhVE647rJOhnRCGngk1L3VSzhNARGbCOoZJETPvZ/OipfWaUvh3GypREe67+nshIpPUkCkxnRHCol72Z+J/XSTG89DMukxSZpItFYSpsjO1ZAnafK0ZRTAwhVHFzq02HRBGKJqeSCcFdfnmVePXaVc29rVca13kaRTiBUzgHFy6gAU1ogQcUHuEZXuHNGlsv1rv1sWgtWPnMMfyB9fkDoKmRiw==</latexit>

Fig. 1: The probabilistic and hierarchical trajectory–generation
process for a lane changing scenario. The predicted vehicle (blue) is
trying to merge into the lane of the host vehicle (red). Given all ob-
served historical trajectories ξ={ξ1:NO , ξH , ξM} and his belief about
the host vehicle’s future trajectory ξ̂H , the trajectory distribution of
the predicted vehicle over all the trajectory space is partitioned
first by the discrete decisions: merge behind (d1M ) and merge
front (d2M ). Under different discrete decisions, the distributions
of continuous trajectories can be significantly different, and each
of them is represented via a probability distribution model. The
observed demonstrations are samples satisfying the distributions.

B. Hierarchical Inverse Reinforcement Learning

Equation (3) suggests that in order to model the con-
ditional PDF in (2) for interactive prediction, we need to
model the hierarchical probabilistic models P (dM |ξ, ξ̂H) and
p(ξ̂M |diM , ξ, ξ̂H) for each diM∈DM .

We thus propose to apply inverse reinforcement learn-
ing hierarchically to learn all the models from observed
demonstrations of human drivers. Based on the principle
of maximum entropy [14], we assume that all drivers are
exponentially more likely to make decisions (both discrete
and continuous) that lead to a lower cost. This introduces
an family of exponential distributions depending on the cost
functions, and our interest is to find the optimal hierarchical
cost functions that ultimately lead to trajectory distributions
matching that of the observed trajectories in a given demon-
stration set Ξ.

C. Modeling Continuous Driving Decisions

Suppose that the demonstration set Ξ is partitioned into
|D| subsets by the discrete decisions diM∈D. |D| is the
dimension of D. Each subset ΞdiM contains trajectories
that belong to the same homotopy class. We represent
each demonstration in Ξi by a tuple (ξ̂M , d

i
M , ξ, ξ̂H) where

ξ=[ξ1:N
O , ξH , ξM ] represents all historical information. Since

the trajectory space is continuous and demonstrations are

noisily local-optimal, we use Continuous Inverse Optimal
Control with Locally Optimal Examples [15].

1) Continuous-Space IRL: Under discrete decision dM ,
we assume that the cost of each trajectory can be linearly
parametrized by a group of selected features {fdM }, i.e.,
C(θθθdM , ξ̂M , ξ, ξ̂H) = θθθTdM fdM (ξ̂M , ξ, ξ̂H), where θdM is the
parameter vector to determine the emphasis of each of the
features. Then trajectories with higher cost are exponentially
less likely based on the principle of maximum entropy :

P (ξ̂M |θθθdM , diM , ξ, ξ̂H) ∝ e−C(θθθdM ,ξ̂M ,ξ,ξ̂H) (4)

Hence, the log likelihood of the given demonstration subset
{ΞdM } is given by

logP (ΞdM |θθθdM )=
∑

ξ̂M∈ΞdM

log
e−C(θθθdM ,ξ̂M ,ξ,ξ̂H)∫
e−C(θθθdM ,ξ̃M ,ξ,ξ̂H)dξ̃M

. (5)

Our goal is to find the optimal θθθdM such that the given
demonstration set is most likely to happen:

θθθ∗dM = arg max
θθθdM

P (ΞdM |θθθdM ) (6)

To tackle the normalization factor in (5), we use Laplace
approximation as in [15]. Namely, the cost along an arbitrary
trajectory ξ̃M is approximated by its second-order Taylor
expansion around the demonstrated trajectory ξ̂M :

C(θθθdM , ξ̃M , ξ, ξ̂H)≈C(θθθdM , ξ̂M , ξ, ξ̂H) + (ξ̃M − ξ̂M )T
∂C

∂ξM

+(ξ̃M − ξ̂M )T
∂2C

∂ξ2
M

(ξ̃M − ξ̂M )

This enables the normalization factor become a Gaus-
sian integral and can be solved analytically. Define
gξ̂M (θθθdM )= ∂C

∂ξM
|ξ̂M and Hξ̂M

(θθθdM )= ∂2C
∂ξ2M
|ξ̂M as, respec-

tively, the gradient and Hessian of the cost along trajectory
ξ̂M . Then (6) is translated to the optimization problem in
(7), which intuitively means the optimal cost function should
have small gradient and large positive Hessians along the
demonstrated trajectories. For details, one can refer to [15].

min
θθθdM

∑
ξ̂M∈ΞdM

gT
ξ̂M

(θθθdM )H−1

ξ̂M
(θθθdM )gξ̂M (θθθdM )−log |Hξ̂M

(θθθdM )|

(7)
2) Features: The features we selected to parametrize the

continuous trajectories can be grouped as follows:
• Speed - The incentive of the human driver to reach a

certain speed limit vlim is captured by the feature

fv(ξ̂M ) =

L∑
t=0

(vt − vlim)2 (8)

vt is the speed at time t along trajectory ξ̂M and L is
the length of the trajectory.

• Traffic - In dense traffic environment, human drivers
tend to follow the traffic. Hence, we introduce a feature
based on the intelligent driver model (IDM) [20]

fIDM(ξ̂M ) =

L∑
t=0

(st − sIDM
t )2 (9)



where st is the actual spatial headway between the front
vehicle and predicted vehicle at time t along trajectory
ξ̂M , and sIDM

t is the spatial headway suggested by IDM.
• Control effort and smoothness - Human drivers typi-

cally prefer to drive efficiently and smoothly, avoiding
unnecessary accelerations and jerks. To address such
preference, we introduce a set of kinematics-related
features:

facc(ξ̂M ) =

L∑
t=0

a2
t , fjerk(ξ̂M ) =

L∑
t=1

(
at − at−1

4t

)2

(10)
where at represents the acceleration at time t along the
trajectory ξ̂M . 4t is the sampling time.

• Clearance to other road participants - Human drivers
care about their distances to other road participants
when they drive since distance is crucially related to
safety. Hence, we introduce a distance-related feature

fdist(ξ̂M ) =

L∑
t=0

N+1∑
k=1

e−
(xt−xk

t )2

l2
− (yt−yk

t )2

w2 (11)

where (xt, yt) and (xkt , y
k
t ) represent, respectively, the

coordinates of the predicted vehicle along ξ̂M and those
of the k-th surrounding vehicle. Parameters l and w are
the length and width of the predicted vehicle. We use
coordinates in Frenet Frame to deal with curvy roads,
i.e., x denotes the travelled distance along the road and
y is the lateral deviation from the lane center.

• Goal - This feature describes the short-term goals
of human drivers. Typically, goals are determined by
the discrete driving decisions. For instance, if a lane-
changing vehicle decides to merge in front of a host
vehicle on his target lane, he will set his short-term
goals to be ahead of the host vehicle. The goal-related
feature is given by

fg(ξ̂M ) =

L∑
t=0

‖(xt, yt)− (xgt , y
g
t )‖22 (12)

• Courtesy - Most of human drivers view driving as
a social behavior, meaning that they not only care
about their own cost, but also care about others’ cost,
particularly when they are merging into others’ lanes
[21]. Suppose that the cost of the host vehicle is
CH(ξ̂M , ξ, ξ̂H), then to address the influence of cour-
tesy to the interaction, we introduce the feature

fcourt(ξ̂M ) = max
{
CH

(
ξ̂M , ξ, ξ̂H

)
−Cdefault

H , 0
}
.

(13)
This feature describes the possible extra cost brought
by the trajectory ξ̂M of the predicted vehicle to the
host vehicle, compared to the default host vehicle’s
cost Cdefault

H . We can learn about CH(·) also from
demonstrations. Details about this will be covered in
the case study.

For vehicles in different driving scenarios, or under dif-
ferent discrete driving decisions, the features we used to

parametrize their costs are different subsets of the above
listed ones. For instance, drivers decided to merge behind
or front would set different goals, and drivers with right of
way would most likely care less about courtesy than those
without.

Remark I: Note that all variables vt, at, δt, xt and yt in
(8)-(13) can be expressed as functions of trajectory ξ̂M . For
instance, if we define ξ̂M = [x0, y0, · · · , xL, yL]T where
x and y are the coordinates in Frenet Frame, then we can
obtain all variables via numerical differentiation. Details are
omitted.

D. Modeling Discrete Driving Decisions

1) Features: Different from the continuous driving deci-
sions that influence the higher-order dynamics of the tra-
jectories, the discrete decisions determine the homotopy of
the trajectories. To capture this, we selected the following
two features to parametrize the cost function that induces
the discrete decisions:
• Rotation angle - To describe the interactive driving

behavior such as overtaking from left or right sides,
merging in from front or back, we compute the rotation
angle from (xt, yt) to (xt,H , yt,H) along trajectory
ξ̂M∈ΞdM . Define the angle as ωt, and then the rotation
angle feature is given by

f∠(dM ) =

L∑
t=0

ωt (14)

where dM is a discrete decision and L is the length of
the trajectory ξ̂M .

• Minimum cost - It is also possible that human drivers
make discrete decisions by evaluating the cost of trajec-
tories under each decision, and select the one leading
to the minimum-cost trajectory. To address this factor,
we consider the feature

fcost(dM ) = min
ξ̃M

θθθTdM fdM (ξ̃M , ξ, ξ̂H). (15)

where θθθdM and fdM , respectively, represent the learned
parameters and selected features for the continuous
trajectory distribution under discrete decision dM .

2) Discrete-Space IRL: Similarly, we assume that the
decisions with lower cost are exponentially more probable.
We also assume that the cost function is linearly parametrized
by ψψψ and feature vector f d = [f∠, fcost]

T , i.e., Cd(dM , ψ) =
ψψψT f d(dM ). Again, our goal is to find the optimal ψψψ∗ such
that the likelihood of the demonstration set Ξ is maximized:

max
ψψψ

P (Ξ|ψψψ) = max
ψψψ

∏
dM∈Ξ

e−ψψψ
T f d(dM )∑

d̃M∈D e
−ψψψT f d(d̃M )

(16)

By taking the log probability and gradient-descent approach,
the parameter ψψψ is updated via

ψψψs+1=ψψψs−α
(

1

N

∑
Ξ

f d(dM )−
∑

d̃M
P (d̃M |ψψψs)f d(d̃M )

)
(17)



P (d̃M |ψψψs) =
e−ψψψ

T
s f d(d̃M )∑

d̃M∈D e
−ψψψT

s f d(d̃M )
(18)

where α is the step size and N is the number of demonstrated
trajectories in set Ξ. To estimate the probability P (d̃M |ψψψs),
we use sampling-based method. Detailed implementation
will be covered later in the case study.

IV. CASE STUDY

In this section, we apply the proposed hierarchical IRL
approach to model and predict the interactive human driving
behavior in a ramp-merging scenario.

A. Data Collection

We collect human driving data from the Next Generation
SIMulation (NGSIM) dataset [22]. It captures the highway
driving behaviors/trajectories by cameras mounted on top of
surrounding buildings. The sampling time of the trajectories
is 4t=0.01s. We choose 134 ramp-merging trajectories on
Interstate 80 (near Emeryville, California), and separated
them into two sets: a training set of size 80 (denoted by Ξ,
i.e., the human demonstrations), and the other 54 trajectories
as the test set.

Figure 2 shows the road map (See [22] for detailed
geometry information) and an example group of trajectories.
There are four cars in scene, one merging vehicle (red), one
lane-keeping vehicle (blue) and two surrounding vehicles
(black), with one ahead of the blue car and the other behind.
Our interest focuses on the interactive driving behavior of
both the merging vehicle and the lane-keeping vehicle.

Fig. 2: The merging map on Interstate 80 near Emeryville, Califor-
nia. Red: merging vehicle; Blue: lane-keeping vehicle; Black: other
surrounding vehicles

B. Driving Decisions and Feature Selection

We use the same hierarchical IRL approach to model the
conditional probability distributions for both the merging
vehicle and the lane-keeping vehicle.

1) Driving Decisions: In the ramp-merging scenario, the
driving decisions are listed as in Table I. As mentioned
above, x=[x1, · · · , xL]T and y=[y1, · · · , yL]T are, respec-
tively, the coordinate vectors in Frenet Frame along the
longitudinal and lateral directions. L is set to be 50, i.e.,
in each demonstration, 5s trajectories are collected.

Discrete Decisions Continuous Decisions
merging-in D = trajectory

vehicle {merge front, merge back} ξ=[x1, y1, · · · , xL, yL]T
lane-keeping D = trajectory

vehicle {yield, pass} ξ=[x1, y1, · · · , xL, yL]T

TABLE I: Driving decisions for the interactive vehicles

2) Feature Selection: Since the right of way for the
merging vehicle and the lane-keeping vehicles are different,
we define different features for them.

For the lane-keeping vehicle, the feature vectors related to
the continuous driving decisions are as follows:
• Yield: fyield=[fv, facc, fjerk, fdist, fg]

T . We exclude the
feature fIDM because once the lane-keeping driver
decides to yield to the merging vehicle, it is very
likely that he cares more about the relative positions
to the merging vehicle instead of the heading space
to the front vehicle when he plans his continuous
trajectories. The goal position in fg is set to be
[xcurrent lane center, yt,merging vehicle−s0], i.e., s0 behind the
merging vehicle along longitudinal direction.

• Pass: fpass=[fv, fIDM, facc, fjerk, fdist, fg]
T . In this case,

the goal position in fg is set to be ahead of
the merging vehicle along longitudinal direction, i.e.,
[xcurrent lane center, yt,merging vehicle+s0]. Also, if the driver
decides to pass, it is more probable that the heading
space to the front vehicle will influence the distribution
of his continuous trajectories.

For the merging vehicle, the feature vectors for the con-
tinuous driving models are:
• Merge back: fback=[fv, facc, fjerk, fdist, fg]

T . The goal
position is set to be [xtarget lane center, yt,on-lane vehicle−s0].

• Merge front: ffront=[fv, fIDM, facc, fjerk, fdist, fcourt, fg]
T .

Once the merging driver decides to merge in front
of the lane-keeping vehicle, his heading space to the
front lane-keeping vehicle is crucial to the distribution
of his possible trajectories. Hence, we include feature
fIDM. Moreover, to respect the right of way of the
lane-keeping vehicle, merging drivers might care about
the extra cost they bring to the lane-keeping vehicle
and prefer trajectories that induce less extra cost. To
capture such effect, we add fcourt. Given demonstrated
trajectory group ξξξ=[ξmerging, ξsurroudings, ξlane-keeping], fcourt
is computed via (13), i.e.,

fcourt(ξmerging) = Clane-keeping(θθθyield, ξξξ)− Cdefault
lane-keeping (19)

The cost function Clane-keeping(θθθyield)=θθθTyieldfyield is
learned with the features selected above. Regarding to
Cdefault
H , we assume that the lane-keeping vehicle is by

default following IDM.

C. Implementation Details and Training Performance

We use Tensorflow to implement the hierarchical IRL
algorithm. Figure 3 gives the training curves regarding to
both the continuous and discrete driving decisions. Due to
the hierarchical structure, we first learn all four continuous
distribution models for both the merging vehicle and the lane-
keeping vehicle under different discrete decisions. We ran-
domly sample subsets of trajectories from the training set and
perform multiple trains. As seen from Fig. 3, the parameters
in each continuous model converge quite consistently with
small variance.

With the converged parameter vectors θθθyield, θθθpass, θθθfront
and θθθback, the discrete feature vectors fds are then calculated



and thus the optimal parameter vectors ψψψs are learned via
discrete IRL. To efficiently sample continuous trajectories
under different discrete decisions, we first obtain the most-
likely trajectories by optimizing the learned cost functions
under each decision and then randomize them with additive
Gaussian noise. The training curves (blue) are also shown in
Fig. 3.
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Fig. 3: The training curves of both the lane-keeping vehicle and the
merging vehicle under different discrete driving decisions

D. Test Results

Once θθθyield, θθθpass, θθθfront, θθθback and ψψψmerging, ψψψlane-keeping are
acquired, we can obtain the conditional PDF defined in (2)
via (3). With this PDF, probabilistic and interactive prediction
of human drivers’ behavior can be obtained. The prediction
horizon is 3s, i.e., 30 points with a sampling period of 0.1s.

1) Accuracy of the probabilistic prediction of discrete
decisions: To measure the accuracy of the probabilistic
prediction of discrete decisions, we extract N=2000 short
trajectories in the test set with a horizon length of 10 from
the 54 long trajectories. For each short trajectory, starting
from the same initial condition, we sample M=4 trajectories
with different motion patterns (discrete decisions) in the
spatiotemporal domain, and one of them is set the same as
the ground truth. Hence, the ground truth probabilities for
all trajectories are either 0 or 1.

Metric: We adopt a fatality-aware Brier metric [23] to
evaluate the prediction accuracy. The fatality-aware metric
refines the Brier score [24] by formulating the prediction
errors in three different aspects: ground-truth accuracy (G)
measuring the prediction error of the ground-truth mo-
tion pattern (Ξg), conservatism accuracy (C) measuring the
false alarm of aggressive motion patterns (Ξa), and non-
defensiveness accuracy (D) measuring the miss detection
of dangerous motion patterns (Ξd). Let Pi,j be the pre-
dicted probability of motion pattern j for i-th test example
(j=1, 2, · · · ,M and i=1, 2, · · · , N ) , then the three scores

and the overall score are given by

G =
1

|Ξg|
∑

(i,j)∈Ξd

(Pi,j − 1)
2
, (20)

C =
1

|Ξa|
∑

(i,j)∈Ξa

Wc(i, j) (Pi,j − 0)
2
, (21)

D =
1

|Ξd|
∑

(i,j)∈Ξd

Wd(i, j) (Pi,j − 0)
2
, (22)

Bc = G + C +D. (23)

Wc(i, j) and Wd(i, j) are, respectively, the weights penal-
izing the conservatism and non-defensiveness of the motion
pattern (i, j). For more details, one can refer to [23].

Comparison: We compare the prediction among three
different approaches: the proposed hierarchical IRL method,
a neural-network (NN) based method [25] and a hidden
markov models (HMM) based method [26].

Results: The scores for all three methods are shown in
Table II. We can see that the proposed method can yield
better overall prediction performance than HMM and NN
based methods, particularly in terms of conservatism and
non-defensiveness. This means that the prediction generated
by the proposed method has similar criticality as the ground
truth in the interaction process.

HMM NN Hierarchical IRL
G 0.0701 0.0563 0.1117
C 0.0476 0.0493 0.0178
D 0.1356 0.1303 0.0698

Bc = G + C +D 0.2551 0.2361 0.2053

TABLE II: Scores of different probabilistic prediction approaches

2) Accuracy of the probabilistic prediction of continuous
trajectories: In this test, we generate the most probable
trajectories under different discrete driving decisions by
solving a finite horizon Model Predictive Control (MPC)
problem using the above learned continuous cost functions.
We show three illustrative examples in Fig. 4. The red dotted
lines and blue solid lines represent, respectively, the predicted
most-likely trajectories and the ground truth trajectories. The
thick black dash-dot lines are trajectories of other vehicles.
We can see that the predicted trajectories are very close to
the ground truth ones.

Fig. 4: Three illustrative examples of the predicted most probable
trajectories (red dotted line) compared with the ground truth tra-
jectories (blue solid line). Thick black dash-dot lines represent the
trajectories of other vehicles except for the predicted one.



Metric: We also adopt Mean Euclidean Distance (MED)
[27] to quantitatively evaluate the accuracy of the prediction
for continuous trajectories. Given the ground truth trajectory
ξground=[xg,1, yg,1, · · ·, xg,L, yg,L]T and predicted trajectory
ξprediction=[xp,1, yp,1, · · ·, xp,L, yp,L]T of same length L and
same sampling time 4T , the trajectory similarity is calcu-
lated as follows:

SMED =
1

L

L∑
i=1

‖ [xp,i, yp,i]
T − [xg,i, yg,i]

T ‖2 (24)

Results: We test on 20 long trajectories in the test set, and
results are summarized in Table III: the proposed hierarchical
IRL method can achieve trajectory prediction with a mean
MED of 0.6172m with standard deviation of 0.2473m.

Mean (m) Max (m) Min (m) Std (m)
MED 0.6172 1.0146 0.3644 0.2473

TABLE III: Trajectory similarities in terms of MED

V. CONCLUSION

In this work, we have proposed a probabilistic and in-
teractive prediction approach via hierarchical inverse rein-
forcement learning. Instead of directly making predictions
based on historical information, we formulate the predic-
tion problem from a game–theoretic view: the distribution
of future trajectories of the predicted vehicle strongly de-
pends on the future plans of the host vehicle. To address
such interactive behavior, we design a hierarchical inverse
reinforcement learning method to capture the hierarchical
trajectory–generation process of human drivers. Influences of
both discrete and continuous driving decisions are explicitly
modelled. We also have applied the proposed method on a
ramp–merging driving scenario. The quantitative results ver-
ified the effectiveness of the proposed approach in terms of
accurate prediction to both discrete decisions and continuous
trajectories.
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