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Trust-Aware Resilient Control and Coordination
of Connected and Automated Vehicles

H.M. Sabbir Ahmad!, Ehsan Sabouni!, Wei Xiao?, Christos G. Cassandras' and Wenchao Li!

Abstract— We address the security of a network of Con-
nected and Automated Vehicles (CAVs) cooperating to navigate
through a conflict area. Adversarial attacks such as Sybil
attacks can cause safety violations resulting in collisions and
traffic jams. In addition, uncooperative (but not necessarily
adversarial) CAVs can also induce similar adversarial effects
on the traffic network. We propose a decentralized resilient
control and coordination scheme that mitigates the effects of
adversarial attacks and uncooperative CAVs by utilizing a
trust framework. Our trust-aware scheme can guarantee safe
collision free coordination and mitigate traffic jams. Simulation
results validate the theoretical guarantee of our proposed
scheme, and demonstrate that it can effectively mitigate ad-
versarial effects across different traffic scenarios.

I. INTRODUCTION

The rise of connected and automated vehicles (CAVs) and
advancements in traffic infrastructure [1] promise to offer
solutions to transportation issues like accidents, congestion,
energy consumption, and pollution [2], [3]. To achieve these
benefits, efficient traffic management is crucial, particularly
at bottleneck locations such as intersections, roundabouts,
and merging roadways [4].

Thus far, two approaches, centralized [5] and decentralized
[6], have been proposed for controlling and coordinating
CAVs at conflict points. There has been extensive research on
cybersecurity of CAVs summarized in [7]-[9]. The attacks
can be categorized into in-vehicle network attacks and attacks
on (V2V or V2X) communication networks [8]. A significant
amount of research has been done from a control point of
view with the aim of designing smart and efficient coordi-
nation algorithms for real-world implementation. However,
security for this next generation of CAV algorithms has
received virtually no attention, with only [10], [11] tackling
security for merging roadways, and our previous work [12]
providing an extensive study of security threats to this class
of algorithms for various conflict areas.

There is literature that considers cyberattacks on connected
vehicles and investigates their effects on intersections [13],
[14] and freeway [15] control systems; however, the funda-
mental difference is that they do not consider the security
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of cooperative control of CAVs. One class of cooperative
algorithms for autonomous vehicles whose security has been
extensively studied [16]-[18] is Cooperative Adaptive Cruise
Control (CACC).

An idea that has been extensively applied to multi-agent
systems is the notion of trust/reputation [14], [19], [20]. A
novel CBF-based trust metric was introduced in [21] for
multi-robot systems (MRS) for providing safe control against
adversarial agents; however, it cannot be directly applied to
our application. The authors in [22] used a trust framework
to address the security of CACC. Lastly, the authors in [23]
used a trust framework based on a macroscopic model of
the network to tackle Sybil attacks for traffic intersections
without analyzing the fidelity of the model and commenting
about the classification accuracy of their proposed method.

In this paper, we present distributed resilient control and
coordination scheme for CAVs at conflict areas that is
resilient to adversarial agents and uncooperative CAVs. We
use Sybil attacks to validate our proposed scheme as they can
be used to achieve both adversarial objectives. Sybil attacks
can’t be tackled using existing road infrastructure including
namely sensors and cameras as they are placed sparsely in
the network, and, their reliability degrades with age [23].
The key contributions of the paper are as follows.

1) We propose trust-aware resilient control and coordina-
tion that guarantees safe coordination against adversar-
ial attacks and uncooperative CAVs. It is important to
add that, our proposed framework is agnostic to the
specific implementation of the trust framework.

2) We provide resilient coordination using a robust event-
driven scheduling scheme that can successfully alle-
viate traffic holdups due to adversarial attacks and
uncooperative CAVs.

3) We present simulation results that validate our pro-
posed resilient control and coordination scheme guar-
antees safety; and our robust scheduling scheme be-
sides mitigating traffic jams also improves the travel
time and fuel economy of real cooperative CAVs in
the presence of adversarial attacks and uncooperative
CAVs.

Our proposed scheme is computationally tractable, min-
imally invasive, and can be readily incorporated into the
existing intelligent traffic infrastructure like intersections,
roundabouts, merging roadways, etc. without extensive over-
haul. The paper is organized in seven sections. We present
the background materials and the threat models in sections
and respectively. In section [[V] we present the trust



framework for a cooperative network of CAVs in conflict ar-
eas. Our proposed resilient control and coordination scheme
is presented in section |V| The results from our simulations
have been included in section which is followed by the
conclusion in section

II. BACKGROUND

We present resilient control and coordination approach
for secure coordination of CAVs in conflict areas, using the
signal-free intersection presented in [24] as an illustrative
example. Fig. [T] shows a typical intersection with multiple
lanes. The Control Zone (CZ) is the area within the outer
red circle. It contains eight entries labeled from 07 to og and
lanes labeled from [y to lg each of length L which is assumed
to be the same here. Red dots show all the merging points
(MPs) where potential collisions may occur. All the CAVs
have the following possible planned trajectories when they
enter the CZ: going straight, turning left from the leftmost
lane, or turning right from the rightmost lane.

The vehicle dynamics for each CAV in the CZ take the

following form:

[ i(t) ] _ [ vi(t) ] | 0
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where x;(t) is the distance from the origin at which CAV
i arrives, v;(t) and wu,;(t) denote the velocity and control
input (acceleration/deceleration) of CAV ¢, respectively. We
also consider that each CAV has a vision-based perception
capability defined by a radius and angle tuple denoted as
(r,0), (where € RT,6 € [0,27])) Let t? and ¢/ denote
the time that CAV ¢ arrives at the origin and exits the CZ,
respectively. The control is implemented in a decentralized
manner whereby each CAV i determines a control policy
to jointly minimize the travel time and energy consumption
governed by the dynamics (I). Expressing energy through
%uf (t) and normalizing travel time and energy, we use the
weight a € [0,1] to construct a convex combination as
follows:
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where 3 = 2 ay is an adjustable weight to
penalize travel time relative to the energy cost of CAV i.
A central Roadside unit (RSU) receives the state and
control information [z;(t), v;(t), u;(t)]T from CAVs through
vehicle-to-infrastructure (V2X) communication and stores
them in a table as shown in Fig. [I] It is assumed that
the coordinator knows the entry and exit lanes for each
CAV upon their arrival and uses them to determine the
list of MPs from the set {Mj, ..., M3} (shown in Fig.
in its planned trajectory. It facilitates safe coordination by
providing each CAV with relevant information about other
CAVs in the network, that the CAV has to yield to while
traveling through the CZ. It does so by assigning each CAV
a unique index based on a passing sequence policy and,
tabulates and stores the information of the CAVs according

to the assigned indices as shown in Fig. [I} Let S(¢) be
the set of CAV indices in the coordinator queue table and
N(t) = |S(t)] be the total number of CAVs in the CZ at
time t. The default passing sequence is implemented using
First In First Out (FIFO) policy which assigns N (t)+1 to a
newly arrived CAV, and decrements the indices of all CAV
with index greater than ¢ by 1, when CAV ¢ exits the CZ.

A. Constraints/Rules in the Control Zone

The following section summarizes the rules that CAVs in

the CZ must follow to navigate safely through the intersec-
tion.
Constraint 1 (Rear-End Safety Constraint): Let ¢, denote
the index of the CAV which physically immediately precedes
CAV i in the CZ (if one is present). It is required that CAV
1 conforms to the following constraint:

il'ip (t)

where ¢ denotes the reaction time and A is a given minimum
safe distance which depends on the length of these two
CAVs.

Constraint 2 (Safe Merging Constraint): Every CAV ¢
should leave enough room for the CAV preceding it upon
arriving at a MP, to avoid a lateral collision i.e.,

—ai(t) —pui(t) —A >0, Vte [ ] (3
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where 7, is the index of the CAV that may collide with
CAV i at the merging points m € M,; where M; C
{M, ..., Moy}, M; is the set of MPs that CAV ¢ passes
in the CZ, and t]" is time of arrival of CAV ¢ at the MP.
Constraint 3 (Vehicle Limitations): Finally, there are con-
straints on the speed and acceleration for each i € S(¢t):

Vmin < V4 (t) < Umaxth S [t?» t{] (5)
Unin < Ui () < Umag, VE € [t0,8]] (6)

where Vimin > 0, Umer > 0 denote the minimum and
maximum speed, and Ui, < 0 and g, > 0 denote the
minimum and maximum control respectively.

III. THREAT MODEL

The adversarial effects of malicious attacks have been
highlighted in our preliminary study in [12], namely, creating
traffic jams across multiple roads due to the cooperative
aspect of the control scheme, and in the worst case accidents,
thus warrant making the control robust against these attacks.

Definition 1: (Safe coordination) In our context, it is de-
fined as the ability of the coordination and control framework
to guarantee the satisfaction of (3) and (@) for every CAV
i € S(t) Vt by conforming to (3) and (6)), to navigate through
the CZ without any collision.

Definition 2: (Uncooperative vehicle) We define a CAV
i € S(t) as uncooperative if its free-flow speed is abnormally
low in the CZ i.e. v;(t) < vy (Where vy, is considered
abnormally low for the CZ), thus worsening traffic through-
put.
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Fig. 1: The multi-lane intersection problem. Collisions may happen at the merging points. The table shows the order of the
CAVs in the queue based on the FIFO sequencing scheme, trust-aware scheduling scheme, and lane-priority based scheduling

scheme.

Definition 3: (Adversarial agent) An agent is called ad-
versarial if it has one of the following objectives: (i) prevent
safe coordination, (i) reduce traffic throughput, by introduc-
ing cyber-attacks.

Note that adversarial agents introduce attacks with mali-
cious intent, whereas uncooperative CAVs are not malicious
and may be going slow due to various reasons like faults,
failures, and so on.

Assumption 1: Adversarial agents do not collide with
other CAVs, nor do they attempt to cause collisions between
CAVs and themselves.

A. Sybil Attack:

A single malicious client (could be a CAV or attacker
nearby the CZ) may spoof one or multiple unique identities
and register them in the coordinator queue table. We assume
at any time t, there are two groups of CAVs in CZ: i. Normal
CAVs and ii. fake CAVs. Let S, (¢) and Ss(t) be the set of
the indices of normal and fake CAVs in the FIFO queue
of the coordinator unit. Therefore at any time ¢, there are
N(t) = |Sz(t)] + |Ss(t)] CAVs which communicate their
state and control information to the RSU. There can be one
or more fake clients/CAVs in the CZ at any time t.

A Sybil attack is one where the Ss(t) C S(¢) is a
nonempty set that is located in the coordinator queue table,
but unknown to the coordinator. For example, Fig. [T| presents
a scenario, where there are multiple fake CAVs with indices
Ss(t) = {37 5}

Assumption 2: There is a limit on the number of fake
CAVs that an adversary can spoof during a Sybil attack due
to resource and energy limitations.

IV. TRUST FRAMEWORK

In this section, we present our trust framework inspired
from the ideas in [19], [20], [25]. We consider that the central
coordinator is trustworthy, and monitors, computes and stores
the trust of every CAV i € S(¢) in the network at every time
t denoted as 7;(t) € [0,1]. The trust is determined based on
identified behavioral specifications specific to the CAVs in
the CZ, which are described below.

Behavioral Specifications:

1) Co-observation consistency checks: Based on the
reported position of the CAVs, for each CAV ¢ the
coordinator identifies a set S?(t) of CAVs that CAV 1
should be visible to at time t. Let S?(¢) be the set of
CAVs which report estimated states of CAV ¢. Then
the specification is S?(t) = S9(t).

2) Initial condition checks: The reported initial states
particularly the position information of the CAVs has
to be consistent.

3) Dynamic model checks: The physical model similar
to (T is invariant and hence, the data communicated by
each CAV has to always satisfy the underlying model.

4) Control zone rule checks: The rules for safe coor-
dination and the vehicle limitations presented in [[I-A]
are invariant and mandatory for every CAV in the CZ.
Hence, the specification is, every CAV i € S(t) V¢ has
to conform to all rules in [[I-A] while in the CZ.

Let BB be the index set of the behavioral specifications in
the order they are enumerated above. For each CAV i €
S(t), Vt € [t9,t]] the coordinator assigns positive evidence
r; ;(t) and negative evidence p; ;(t) for conformance and

violation of every specification j € B respectively (where



0 < 7ij(t) € Tmaz0 < pij(t) < Pmaz), Which it uses
to update 7;(t). We define R;(t) and P;(t) as cumulative
positive and negative evidence for CAV ¢ at time ¢ discounted
by trust of other CAVs (if the check involves another CAYV,
like in (3) and (@), as they can be untrustworthy). We also
define a time discount factor v € (0,1) as defined in (8).
In addition, we have a non-informative prior weight h; as
in [19], [25]. Let the set of checks for every CAV involving
another CAV(s) be denoted as B, C B. The set of other
CAVs involved in check j € B, when applied to CAV 4,
is denoted as S; ;(t) € S(t)/{i}. Then, the trust metric is
updated as follows:

R (%)
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Finally, we define a lower trust threshold § € (0,1/2),
and a higher trust threshold 1 — ¢ for subsequent sections. It
is important to emphasize that, in practice, the magnitude of
negative evidence is different and significantly higher com-
pared to the magnitude of positive evidence. This model of
trust relationships considers the social aspect, where a single
action can cause significant damage to a trust relationship,
and recovery from such damage is challenging [22].

Remark 1: Our implementation is agnostic to the specific
implementation of the trust framework and the ideas can
be used for any framework provided that the trust metric
can accurately encapsulate the behavioral specification of
the network and distinguish between normal and anomalous
behavior for every CAV in real-time.

V. SAFE AND RESILIENT CONTROL FORMULATION

We adopt a decentralized Optimal Control Problem (OCP)
controller for the CAVs that uses Control Barrier Functions
(CBF). CBFs provide manifold benefits namely, i. their
forward invariance property guarantees satisfaction of the
constraints of the OCP, and ii. they transform the original
constraints to linear constraints in terms of the control input
which makes them computationally efficient, thus, attractive
for real-time applications [6].

The OCBF Controller [6]. Firstly, Control Barrier Func-
tions (CBFs) that ensure the constraints (3), @), (3) and
(6) are derived, subject to the vehicle dynamics in by
defining f(z;(t)) = [vi(t),0]7 and g(zi(t)) = [0,1]T.
Each of these constraints can be easily written in the form
of by(x(t)) > 0, ¢ € {1,...,n} where n stands for the
number of constraints only dependent on state variables and
x(t) = [z1(t), 22(t), ..., £ N (1) (t)]. The CBF method (details
provided in [6], [26]) maps a constraint b, (x(t)) > 0 onto a

new constraint which is linear in the control input and takes
the general form

Lyby(@(t)) + Lyby(@())u(t) + rg(by(@(1))) = 0. (9)

where. k4 is a class K function.
A Control Lyapunov Function (CLF) is used for velocity
tracking with v/ (¢) as the reference by setting V (z;(t)) =

(vi(t) — o7/ (t))2, rendering the following CLF constraint:
LyV(2i(t)+ LoV (2(t)ui () +csV (xi(t)) < e(t), (10)

where e;(t) makes this a soft constraint. Note that the CBFs

are used to enforce hard constraints mentioned in section

1I-Al whereas CLFs are used to enforce soft constraints.
The OCBF problem corresponding to (2) is formulated as:

tf
5 w0~ ()42 ()] e
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subject to vehicle dynamics (I), the CBF constraints (),
Vg ={1,...,n} and CLF constraint (I0). In this approach,(i)
ulf is generated by solving the unconstrained optimal
control problem in (@), (ii) the resulting ./ is optimally
tracked such that constraints including the CBF constraints
©) Vg = {1,...,n} are satisfied. We can solve this dynamic
optimization problem by discretizing [t?,tlf | into intervals
(9,89 + s, .oy [0 + Kts, 19 + (k+ 1)tg], ... with equal length

ts and solving (II)) over each time interval through solving
a QP at each time step:

min  Jy(ui(t), ei(t)) == /t

u;(t),e; () 0

1
min [ (usx — 1w (ti.1))? + Ael 4] (12)

Ui, ky€ik
subject to the CBF constraints (9), V¢ = {1,...,n}, CLF
constraint (I0) and dynamics (IJ), where all constraints are
linear in the decision variables.

A. Resilient Control and Coordination Scheme

We propose a resilient coordination and control scheme
to mitigate the adversarial effects in terms of causing (i)
collision and (ii) traffic congestion. Resilience is the ability
of the framework to guarantee safe coordination and mit-
igate any traffic jam introduced by adversarial agents and
uncooperative CAVs.

1) Resilience goal (collision avoidance):

Trust-based search: The coordinator incorporates trust be-
sides the default passing sequence policy (e.g. FIFO) to
identify indices of CAVs, any CAV may conflict within the
CZ based on (@) and (@). Under the default passing sequence,
for every CAV i € S(t), the coordinator has to identify
indices of all CAVs which includes i. index of the CAV
that immediately precedes CAV ¢ physically in its lane and
ii. index of the CAV that will precede ¢ immediately at
every m € M, in the intersection. For example, in Fig.
M@ = {MII; ]\4137 Mlﬁ, Mgo}, and as per FIFO sequencing,
611, = 9, since CAV 5 is the CAV that will precede it.

The trust-based search process identifies all the CAVs that
will precede ¢ until the first CAV whose trust value is greater
than or equal to 1 — ¢ and forms a set S, ,,(t) C S(¢)



containing all the CAV indices identified during the search
process. It follows the same search process for every MP in
M and also for (3). Therefore, for each CAV i, the coordi-
nator identifies S7'(t) C S(t), and SM (t) = U, e aq, Si.m (t)
(where SP(t) is the set for (3) and SM(t) correspond to the
set of indices for every MP). The search process is formalized
as follows:

m(t) = {ix € S(t)| iy <i,m e M;} (13)
kmin = min {k € Sp,(t)|7, > 1 —d} (14)
Sim(t) = Sm(t, 1) (15)
Sim(t) = Upzi S (1, k) (16)

where S; ,, (¢, k) is the k — th element of set S; ,,,(t). The
set returned by the default search process is given in (13]),
and the trust based search returns the set in @ Note that,
there are three scenarios possible from the search process:
i. kmin = () meaning there are no constraints for MP m, ii.
S’i’m = S; m when kp, = S5, (t,1) meaning that the trust
of the CAV immediately proceeding CAV ¢ at m is greater
than or equal to 1 — §, and iii. ki > Sp(t, 1), hence
Sim(t) C S, implying that the immediately preceding
CAV has trust lower than 1 — §. For the example in Fig.
notice 4, = 3. However, since 73 < 1—46, the search process
will continue and return Sy, = {3,1}. Similarly, under the
trust-based search scheme 6,s,, = {5,4,3,2} as CAVs 2, 3
4, and 5 have trust less than 1 — 9.

The state and control information of the CAVs in S¥ (¢) U
SM (t) are communicated to CAV i at each ¢, and the cor-
responding CBF constraints for each CAVs are incorporated
to the control in (12).

Lemma 1: The introduction of additional constraints due
to trust-based search, (including those due to default search
process) in the control for any CAV ¢ € S(t) in (I2) at time
t' where t' € [t?,t{ ] does not affect the feasibility of the
problem (12) at ¢'.

Proof: As mentioned, for any CAV i € S(t), S; m(t) C
S;.m(t) is the set of indices of the CAVs that i needs to stay
safe to at MP m € M, under trust based search scheme. Let
the trust-based search adds an index of a CAV i_(< i) to
Si.m(t). We define, iy = S; n(t, 1), b, (2(t) = x4, (') —
zi(t") — v (t') — A. Similarly, b;, ;_((t')) and b; ;_(x(t)
can be defined.

Notice that, m € M, . Also notice, i_ < i; < 14, since
i_ will cross MP M before 7; which will cross before 1.
This implies, b;, ;_(@(t')) > 0 and , b; ;, (x(t')) > 0. Hence
bii (®(t)) = biyi (@) + by, (x(t')) > 0, implying
the constraint is initially feasible and ¢ is safe to i~ at ¢'.
Hence, the addition of a new CBF constraint due to trust-
based search corresponding to i_ to the control of CAV i
(or any CAV) in doesn’t affect the feasibility at time ¢’.

|

Remark 2: Lemma 1 is necessary for guaranteeing the
satisfaction of the CBF constraints corresponding to the
CAVs returned by trust-based search process ¥V t > t' using
the forward invariant property of CBFs [6].

Theorem 1: Given 0 < 7;,;(t) < rpmes VE, Vi €
S(t), Vj € B, the introduction of trust-based search guaran-
tees avoidance of collision by guaranteeing the satisfaction
of (3) and (@) that can be caused by adversarial agents.

Proof: Let, adversarial CAV i € S(t)/{k} attempts to
induce an accident to CAV k in the CZ at time ¢ through
using one of the attacks in section Firstly, notice k£ must
be greater than i, else it is impossible to create an accident
due to i. each CAV staying safe to all immediately preceding
CAVs in their trajectory, and ii. assumption (I). At some
time t > t?, CAV 1 has to violate its own constraint; else,
if 4 satisfies its own constraint, so will each CAV i, € S(t)
(iy = {iy € S(t)] iy > i,(M; N M,;,) # 0}) queuing
behind ¢ and so does CAV k. Upon violation of a constraint
by CAV ¢, two scenarios can occur.

Case (i) 7;(t) > 1 — ¢: Given r; ;(t) < Tmaz»

S i@+ S0 T m@)rig () < 1Bl e

JEB\B, J€B, keS?,
|B| Tmazx

Rz(t) S ‘B‘Tmam""’le(t_l) S 1_7

and,p; ;(t) = 0= P;(t) >0

We need the trust 7; < 1 — § immediately to trigger trust-
based search. Hence we need to show given 7;(t) > 1 — 0,
Ipi(t+1) and p; ;(t+1) s.t. 7(t+1) <1—6 ie. trust—
based search is triggered in next iteration.

Ri(t+1)
Ri(t+ 1)+ P(t+1)+h;

RBlt+ D) g1y -,

1—-9
6 |B |TrrLaw
= pit+1) b () > 17— 1
0 |B|rmax 5 |B|rmax

:>pz(t+1)>176 T 2175 T ~vPi(t)
and, when 7;(t+1) < 1—0, then, CAV k will stay safe from
1, and, as well to all other CAVs that will arrive before ¢ as
well as all CAVs in S (t)USM (t). We set the sampling time
to be in the order of ms, combining this with Lemma [T] will
guarantee safety for CAV k, thus preventing any collision.

Case (ii) 7;(t) < 1 — §: The same argument in the
preceding paragraph apply, and hence guarantee safety for
CAV k. A similar argument can be extended to guarantee
safety for every CAV iy € S(t) which completes the proof.

|

2) Resilience goal (traffic jam avoidance): The goal is to
avoid traffic buildup in the network due to uncooperative/ma-
licious agents acting deliberately to create traffic congestion
in the network.

Robust Scheduling: We propose a central, event —
driven, robust scheduling scheme that implements FIFO
passing sequence for the CAVs in the CZ during normal
operation; however, reschedule the CAVs in the presence of
adversarial CAVs to prevent any traffic jam. We define a
rescheduling zone in the CZ of length L; as shown in Fig.

<1-96

Ti(t + 1) =
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[I] We first present the rescheduling schemes followed by the
events resulting in CAV scheduling (rescheduling).
Trust-aware scheduling: Under this scheme, CAVs are
indexed (sequenced) in descending order of their trust value,
which is intended to encourage CAVs to act in a manner that
earns them trust as quickly as possible upon arrival in the
CZ. The algorithm is presented in Algorithm [I}

The problem of the rescheduling (i.e. finding a passing
sequence) based on the trust score of the CAVs is formulated
as a Integer Linear Program (ILP) as in (7). We define the
index of the first CAV in the queue to re-sequence from as
Kmin = min Sg(t) (where Sg(t) is defined in Algorithm
and S (kmin) = {kmin, ..., N(t)}, as the set of indices of
the CAVs to be rescheduled in S(t).

N(t)

argmax Z (1—7;(t)a;

{ai€S+ (k‘mz‘n)} i:k‘min
st aj —ap >v Vj € Sy(kmin),k €S] (18)

a; 7é ag ja ke S-‘r(k'min) (19)
v>1 (20)

where  (I8)  corresponds to  constraint (3],
{aks---san@} are the new indices of the CAVs
in S (kmin). For example in Fig. [I} rescheduling moves
CAV 3 (and immediately preceding CAV 4) down in the
queue beneath the remaining CAVs in the CZ since 73 is
the lowest of all CAVs in the Rescheduling zone.
Lane-priority based rescheduling: This idea is based on
lane priority assignment where lanes are prioritized by ob-
serving the number of uncooperative CAVs in that lane. How-
ever, note that the presence of slow CAVs in the trajectory of
a particular CAV ¢ (i.e. constraints of CAV ¢) can also cause it
to go slower than v;,,,. Hence, we identify any CAV i € S(¢)
as uncooperative at time ¢, if v; () < vjo and i, € SM s.t.
i, (t) < Viow: wWe group the slow moving CAVs at time ¢ for
lane { into the set Sf(t) where [ € {l1,...,ls}. Following
that we compute the priority of any lane [ using the following
equation.

a7

~0)€RT

21

Algorithm 1: Trust-aware rescheduling algorithm
: Ti(t)77'7;(t — 1) Vi € S(t), A=

allowable proportion of CAVs with low trust
Output: New sequence

Set of CAVs with low trust Sg(t) = ()
for each CAV i in Rescheduling zone do
L ifr,(t—1)—7(t) >0 & 7, (t) <6 then

Input

BOW N =

| append i to Sk (t)

if |Sr(t)| > A x N(t) then
6 | Solve (I7)

W

We define ki, = min{k|k € S*(¢)} and Si(kmin) =
{kmina ce ,N(t)}, where Sa(t) = Ule{ll,...,lg}Sla(t)- We
also define a set S’ (¢) containing the indices of CAVs that
are not physically following any slow moving CAV:

ST(8) = {i € Sy (kmin)lin (1)

Then, we define the following condition that triggers the
re-sequencing event:

NnS*(t) =0}

|S(#)]
|S+(kmm)|

The re-sequencing is done by solving the following ILP
that returns the new indices of the CAVs in Sy (kpin)

argmax Z (1— ¢ (t))a

{a;€S4 (kmin)} €8,
s. t.(T8), (T9) and (20).

where (!(t) is the priority associated to the lane that CAV
i is physically located at time ¢ which can be found in 1)),
and {ag,,,,,---,an@) ) are the new indices of the CAVs in
S+ (Kmin ). For example, in Fig. [I} velocities of CAV 2 and
5 are v < Uy and vs < vy in lane lg and l5 respectively.
Hence, Si. = {2,8,9} and S} = {5,6}. Therefore, the
priorities of /g and [5 become 0.4 and 0.6 respectively, while
all other lane priority remains equal and high. This causes
CAVs in Si to be moved to the very end of the queue
followed by S" , as seen in the table in Fig. |1

Lemma 2: The rescheduled sequence is guaranteed to be
feasible if L — Ly > ‘;‘axl + A, where A is defined as in
and (@).

Proof: The maximum velocity for any CAV % iS Umax,
and the maximum deceleration is |ty |. Thus the minimum
distance required to come to full stop for any CAV 1 is

Uinas Hence, to satisfy the constraint (3) and (@), the

rﬂfﬁlldl‘um distance between the merging pomt and the end
of the2 re-sequencing zone has to be greater than or equal
to 2‘;’:";| + A, which will guarantee the feasibility of
rescheduled sequence. [ ]

The list of events that cause scheduling (rescheduling)

CAVs in the CZ are enumerated below:

1) Arrival event: This corresponds to a CAV that has
just arrived at the CZ, and hence has to be added in
the queue Table [T] and an index has to be assigned to
it using the default sequencing scheme (FIFO).

2) Departure event: An exiting CAV triggers this event,
after which the row corresponding to that CAV is
removed from the coordinator table and the indices
of all CAVs are decreased by 1.

3) Reschedule event: This corresponds to an event, when
the presence of uncooperative CAVs triggers the event
as a result of the condition in (22) , or, the presence of
low trustworthy CAVs results in trust-based reschedul-
ing as in algorithm

> A;, A; € RTis a preset threshold ~ (22)

(23)




Remark 3: Notice, the two robust rescheduling schemes
are event-driven, and hence, can be simultaneously incorpo-
rated.

The default scheduling scheme in [24] and the presented
rescheduling schemes render a unique index list for the CAVs
in the CZ based on which they cross the intersection in
descending order of their indices.

VI. SIMULATION RESULTS

In this section, we present the results of our proposed
resilient control and coordination scheme for the threats
mentioned in section We performed the simulations
in Matlab and ODE45 to integrate the CAV dynamics.
The value of § was set to 0.1. The positive and negative
evidence magnitudes for the tests in the order they are
mentioned in section m are: r;(t) = [0.6,0.6,0.6,0.6]7
and p;(t) = [1000,100,50,1]7 Vi € S(t) and Vt. The
intersection dimensions are: L = 300m, A = 30m2; and,
the remaining parameters are ¢ = 1.8s, A = 3.78m,
B = 1, Uumax = 4.905m/82, Upin = —5.886m/s%, Umax =
108km/h, v,i, = Okm/h. Finally, we also adopted a realistic
energy consumption model from [24] to supplement the
simple surrogate Lo-norm (u?) model in our analysis.

A. Resilient Control and Coordination

Resilience control: Presented in Fig. [2] are results for
the scenarios when a fake CAV attempts to violate safety
constraints between real CAVs with the aim of creating an
accident. The plot shows the value of the safety constraints
that the fake CAV attempts to violate with and without our
proposed resilient control scheme for safe coordination. As
can be seen, both rear collision and collision at merging point
inside the intersection (which can cause traffic disruption and
jam inside the intersection) is possible which is eliminated
through our proposed safe and resilient control and coordi-
nation scheme, using trust-based search.

Rear end safety constraint Safe merging constraint

—with resilient control
—without resilient control

with resilient confrol
without resilient control

o

Constraint value
Constraint value
=

o

80 a0 100 110 120 130 5120 140 180 180 200
Time steps Time steps
Fig. 2: Comparison of rear-end and lateral constraint value
given in (B) and (@), for a real CAV with respect to another
real CAV, with and without the proposed resilient control
scheme.

Lane-priority based rescheduling: An extensive simulation
with multiple slow CAVs was conducted to demonstrate
the effectiveness and significance of our lane-priority based
re-scheduling scheme with its results demonstrated in Fig.
Bl We introduced from 2 up to 8 uncooperative CAVs in
the intersection across 3 arbitrarily chosen lanes during our
simulation. As can be noticed, the cooperative nature of

the algorithm can cause traffic holdups with the average
travel times of CAVs from over 4 mins. (270 secs precisely)
upto around 5 mins. However, with our proposed robust
scheduling scheme based on lane priority, the average travel
time was significantly reduced, and the maximum average
travel time was a little over 1 min (74 secs precisely) which
was an improvement of over 3 mins from the least average
travel time without our rescheduling scheme.

300

250 —— With lane based prority

200

Average travel time (sec)
g

l

2 3 4 5 6 7 8
Number of slow cars

Fig. 3: Average time for of real CAVs for lane-based priority
scheduling for various number of uncooperative CAVs.

Trust-aware rescheduling: Finally, we present the results
for our proposed trust-aware rescheduling scheme in Fig.
We introduced various percentages of fake CAVs ranging
from 2% to 15 % fake CAVs through Sybil attack (using
the model in section [II). We used the various attacker
models for the fake CAVs presented in [12]. Our results
demonstrate that the average travel times, energy, and fuel
consumption of the real CAVs improve with the inclusion
of our proposed rescheduling scheme. However, notice that
the average energy eventually becomes identical, since a
large proportion of spoofed CAVs cause the average travel
times of the normal CAVs to increase, thus decreasing the
average acceleration input (related to energy, (2))). However,
the average fuel consumption is improved with our proposed
rescheduling scheme. Note that, eventually, as the percentage
of fake CAVs approaches 100 %, the curves for all three
metrics will coincide, since all CAVs are fake.

VII. CONCLUSION

We have presented a resilient coordination and control
scheme by incorporating a trust framework that offers re-
silience against adversarial objectives that can be introduced
by malicious attacks and uncooperative CAVs. Based on
our previous study we identified two main adversarial ob-
jectives namely, (i) safety violation and (ii) creating traffic
congestion in the network. We used Sybil attacks to val-
idate and demonstrate the merit of our proposed scheme
which guarantees safe coordination and can mitigate traffic
jam. In addition, we demonstrated that our proposed robust
scheduling scheme, mainly, lane-priority based rescheduling
can successfully mitigate the effect of uncooperative CAVs
and mitigate traffic holdups introduced by them due to the
cooperative coordination scheme. Finally, we have presented
results from computer simulation to validate and demonstrate



Summary of performance of trust aware rescheduling algorithm for various percentage of spoofed CAVs
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Fig. 4: The values of average travel time, average energy and average fuel consumption for real CAVs as a result of trust-
aware rescheduling for different proportion of fake CAVs.

the effectiveness of our proposed attack resilient control and
coordination scheme for Sybil attacks, and uncooperative
CAVs.
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