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Abstract— The end-to-end learning ability of self-driving
vehicles has achieved significant milestones over the last decade
owing to rapid advances in deep learning and computer vision
algorithms. However, as autonomous driving technology is a
safety-critical application of artificial intelligence (AI), road
accidents and established regulatory principles necessitate the
need for the explainability of intelligent action choices for
self-driving vehicles. To facilitate interpretability of decision-
making in autonomous driving, we present a Visual Question
Answering (VQA) framework, which explains driving actions
with question-answering-based causal reasoning. To do so, we
first collect driving videos in a simulation environment using
reinforcement learning (RL) and extract consecutive frames
from this log data uniformly for five selected action categories.
Further, we manually annotate the extracted frames using
question-answer pairs as justifications for the actions chosen
in each scenario. Finally, we evaluate the correctness of the
VQA-predicted answers for actions on unseen driving scenes.
The empirical results suggest that the VQA mechanism can
provide support to interpret real-time decisions of autonomous
vehicles and help enhance overall driving safety.

I. INTRODUCTION
Urban autonomous driving is one of the most challenging

tasks for self-driving vehicles, especially considering the
potential interaction with other cars, road-crossing pedes-
trians, bystanders, traffic lights, and other conditions of
dynamically changing environments. As highly automated
vehicles increasingly rely on mapping sensory data to control
the commands of a vehicle, applicable end-to-end learn-
ing techniques should be acceptably safe and computation-
ally transparent. In particular, the remarkable success of
deep learning and computer vision algorithms has expedited
progress in safe autonomous driving on real roads and urban
areas. For example, in February 2023, Waymo reported that
their autonomous vehicle drove more than one million rider-
only miles across several US cities with no reported injuries
or events involving vulnerable road participants [1]. The
report also describes that Waymo’s vehicle was involved in
two accidents, where one of the accidents was caused by
the driver of another car being distracted by their phone
while approaching a red traffic light, according to Waymo’s
claim. Moreover, other recently reported traffic accidents
with self-driving cars [2] and resulting fatalities call for a
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Driving scene

Expected action: turn right
Chosen action: turn right

Q: Why is the car turning to the right?
A1: Because the road is bending to the right.  

Action justification

0.843

A2: Because the road is bending to the left. 
A3: Because the road is clear.

A5: Can

0.058
0.015

0.006

A4: Orange 0.015

Fig. 1. An example of the most probable answers with softmax probability
scores predicted by our VQA framework on the action of an ego vehicle.

scrutinized regulation of vehicle autonomy within a legal
framework. Such road mishaps trigger safety, transparency,
and other legal culpability issues. Inherently, a self-driving
vehicle also needs to justify its temporal decisions with some
form of explanation. As self-driving decisions directly impact
passengers on board and other road users, consumers and
transportation jurisdictions intrinsically expect transparency
and rely on the correctness of such decisions. As a concrete
example, the European Union (EU) adopted the General Data
Protection Regulation (GDPR) [3] that proposed a recital of
the right of explanation, which entitles consumers to receive
an explanation on decisions of autonomous systems. Article
22 of GDPR also describes general principles regarding
stakeholders’ rights and responsibilities to use automated
decision-making systems [4]. Thus, the need for the explain-
ability of autonomous driving decisions has legal, socio-
technical, psychological, and philosophical perspectives, in
general [5], [6].
The delivery of explanations is another important topic in
autonomous driving. As both consumers and engaged techni-
cal people have different backgrounds and knowledge about
how self-driving cars work, it is necessary that explanations
are provided in accordance with an explanation receiver’s
(i.e., an explainee) relevant identity, as described in the
recent surveys of [5], [6], [7]. In this context, self-driving
explanations must be correct, sufficiently informative, and
intelligible for explainees.
In this study, we propose a VQA-based explanation ap-
proach1 to justify RL-based self-driving decisions in a sim-
ulation environment. At its core, VQA is a task in the
intersection of natural language processing and computer
vision, which produces an answer to a text-based question
about an image [8]. Such an objective makes this reason-

1The source code, data, and related resources are available at
https://github.com/Shahin-01/VQA-AD.
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Fig. 2. The most common approaches to explaining autonomous driving actions.

ing technique intuitively applicable to autonomous driving.
When humans drive or are a passenger on board, they
inherently analyze real-time and upcoming traffic scenes
and think about relevant causal, temporal, and descriptive
questions, such as “Why is the car turning left?”, “What
action will the car in the left lane perform at the T-junction?”
and “What is the speed of the vehicle in front?” as examples.
Getting answers to such questions by any means helps us
have a reliable and safe trip. In this regard, we leverage
the VQA mechanism to pose a question on an autonomous
car’s chosen action within the driving scene and justify the
question with a causal answer reflecting the car’s decision-
making in that scenario.
Motivated by this point, we build our framework as follows.
We train an RL agent (i.e., an ego car) to operate in an
autonomous driving environment and record its decisions
(actions) in correspondence to the video frames (states). We
then utilize a VQA system to justify actions of the ego car:
the VQA framework inputs an image frame with a question
reflecting the action of the car in the scene and tries to predict
the relevant answer for such an action (e.g., Figure 1).
Overall, the main contributions of our paper can be summa-
rized as follows:

• We present the first empirical study on explaining
autonomous driving actions with a VQA approach.

• We release a dataset of image-question-answer triplets
justifying an autonomous car’s actions in the scene.

• We show that connecting vision and natural language
could rationalize an RL agent’s decision-making in an
intelligible way.

• We propose further directions to develop more rigorous
VQA frameworks for explanatory self-driving actions.

The rest of the paper is organized as follows. In Section
II, we provide state-of-the-art explainability approaches for
autonomous driving. We then present details of the data
generated by our RL agent and visual feature extraction
in Section III. Finally, we report empirical results and the
discussion of these results in Section IV and sum up the
article with concluding remarks and future directions.

II. RELATED WORK

Since Bojarski et al.’s [9] CNN-based end-to-end learning
approach, the autonomous driving community has shown

increasing interest in interpreting self-driving decisions. In
general, primarily explored explanation provision techniques
for autonomous driving are visual, textual explanations,
feature importance scores, and hybrid or multimodal expla-
nations comprising two or more of these methods (see Figure
2 for the relevant classification).
Visual explanations in the context of autonomous driving
identify which parts of the perceived image (i.e., driving
scene) have more influence on the vehicle’s decision, as
justifications for the performed action [7]. For instance, a
visual explanation can show an image of a red traffic light
captured by the vehicle’s video camera as a saliency map
(i.e., a heatmap) pointing out that the perception algorithm
classified it as a primary reason for stopping. In this context,
Kim and Canny proposed a causal attention-based visualiza-
tion technique to show which groups of pixel values (i.e.,
blobs) have a true causal impact on the model’s prediction
[10]. After analyzing attention maps in a post-hoc manner,
they remove more than half of the blobs and analyze the
model’s output. The empirical results show that the network
produces more convincing and correct predictions in driving
decisions, just like real drivers do in a realistic environment.
Furthermore, as an augmented version of their initial work
[9], Bojarski et al. developed VisualBackProp, a saliency
map-based visual explanation framework highlighting which
sets of input pixels have more influence on a vehicle’s
decisions [11]. They show that the VisualBackProp method
correctly identifies the most important traffic elements, such
as lane markings and other cars in the scene, as a basis
for decision-making. In addition, VisualBackProp has been
proven to be an effective interpretable approach to detecting
the failure cases [12] in the original vision-based end-to-end
learning method of [9].
Another popular vision-based rationalization technique uses
the idea of counterfactual visual explanations. These ex-
planations aim to identify whether changing some parts of
the original image leads to a different prediction than the
original prediction made on the original input. Bansal et al.
[13] modified hand-crafted inputs by removing some objects
in the image to see whether their introduced ChauffeurNet
makes different predictions with the altered image. A similar
strategy is followed by Li et al. [14], where the goal is to
find the risk objects for driving. They show that manipulated



Town 1 Town 2
Fig. 3. An aerial view of Town 1 and 2 on the CARLA simulator [15].

removal of a pedestrian in an intersection changes the driving
command from “Stop” to “Go”; thus, the pedestrian is
considered a “risk object”, which causes the driving decision
to change to the contrastive class. Finally, as a more recent
counterfactual analysis, Jacob et al. [16] investigated a style
modification of image regions on the driving model’s pre-
dictions. The experimental study shows that their presented
framework, STEEX, generates counterfactual explanations in
case of manual interventions to the driving scene. Therefore,
visual explanations can enable people to ensure that the
intelligent driving system accurately senses the operational
environment.
Textual descriptions are another way of conveying ratio-
nales to the end-users for driving decisions. This approach
generates natural language text that explains driving actions
with descriptive, temporal, and causal information. The first
successful textual explanation work is Kim et al.’s study [17],
where the authors leverage an attention-based video-to-text
approach to generate textual explanations for autonomous
vehicles. They further extend this work by incorporating
human advice [18] and observation-to-action rules [19] to
the underlying model and provide text-based explanations
on performed actions. In another study, Xu et al. introduce
BDD-OIA [20], an extension of the BDD100K dataset. Based
on the action-inducing objects, they provide 21 explanations
for a set of 4 actions (move forward, stop/slow down, turn
left, turn right). Lastly, in this context, Ben Younes et al.
[21] proposed BEEF, an architecture that explains the behav-
ior of trajectory prediction with textual justifications based
on features fused from multi-levels, such as late features
comprising the system-wise decisions and spatio-temporal
features consisting of perceptual driving information.
Feature importance scores, as well-known quantitative evalu-
ation metrics, have also recently been investigated in various
autonomous driving tasks. The applications of these methods
to autonomous driving include decision trees [22], Shapley
values [23], and partial dependence plots [24]. The primary
goal of these methods in self-driving is to understand the
weights and contributions of scene features used in predictive
modeling across the explored self-driving tasks.
Finally, except for visual, textual, and quantitative expla-
nations, recent studies have attempted to use multi-modal

∙ ∙ ∙ ∙ ∙ ∙
vt

ϕt

dt

dt - lateral distance
ϕt - yaw angle

vt - velocity

∙    - waypoints
- field of view

Fig. 4. State space representation of the ego car in its environment. An
ideal state is that the car follows the direction of the lane within the lane.

explanatory techniques to convey information on the chosen
course of actions of self-driving vehicles. For example, in
their two studies [25], [26], Schneider et al. propose a
combination of visual, textual, audio, light, and vibration
feedback to provide retrospective and live explanations on
action decisions of autonomous driving. These studies show
that while visualization and light-based driving information
improve the user experience (UX), multi-modal explana-
tions can enhance perceived control and understanding of
a vehicle’s decision-making by connecting UX, autonomous
driving, and explainable AI. Moreover, real-time driving in-
formation delivered via vibration, tactile sensation, or haptic
feedback with a relevant degree of an alert may have a crucial
role in the smooth and timely transfer of control between a
self-driving vehicle and a backup driver.
With the inherent ability to reason about visual information,
such as images, videos, and related multimedia data, VQA
has recently been explored in several safety-critical and
security-concerning domains. These works include applica-
tions to the healthcare and medical field [27], [28] and
visual surveillance [29]. Interestingly, the topic has not been
investigated deeply in autonomous driving. As far as we
know, there are only two instances that utilize the VQA
mechanism in the transportation domain. The first is the
CLEVRER dataset, which describes the collision events with
video representation and reasoning [30]. The other contri-
bution is the SUTD-TrafficQA benchmark, which basically
predicts traffic situations with question-answer pairs ranging
from basic understanding (i.e., What is the type of the
road?) to reverse reasoning (i.e., What might have happened
moments ago?) [31]. In our study, we focus on action-based
explanations and show that question-answering-based causal
event reasoning has significant benefits for explaining real-
time decisions of self-driving cars. We describe the details of
the framework and the experimental results in the following
sections.

III. EXPERIMENTAL DESIGN AND METHODOLOGY

Our framework is designed in three primary steps. First,
we use a deep RL agent to control an autonomous car in
a simulation environment and collect a driving video from
the simulator. We then convert this recorded video to image



TABLE I
ANNOTATED QUESTION-ANSWER PAIRS IN OUR VQA FRAMEWORK

Action category Question Answer

Go straight Why is the car going straight? Because the road is clear.

Turn left Why is the car turning to the
left?

Because the road is bending to the left.

Turn left at T-junction Why is the car turning left at T-
junction?

Because there is no obstacle on the right side and turning left can be performed safely.

Turn right Why is the car turning to the
right?

Because the road is bending to the right.

Turn right at T-junction Why is the car turning right at
T-junction?

Because there is no obstacle on the left side and turning right can be performed safely.

Fig. 5. Learning curve of DDPG in Town 1 with the specified parameters.
Our VQA framework is further fine-tuned on driving data collected here.

sequences uniformly. Finally, we select five specific action
categories in the extracted driving frames and annotate them
using question-answer pairs that justify the car’s action in the
scene (Table I). The high-level description of the components
and overall architecture is provided in Figure 6. Given such
a setup, the objective of our architecture is to predict the
correct answer to a posed question about an autonomous car’s
performed action in an unseen driving scene. The details of
the data collection, data annotation, and question-answering
steps are described in the following subsections.

1) Data Collection: To obtain driving data, we trained
an RL agent (i.e., a self-driving car) on the CARLA simu-
lator [15]. We used the Deep Deterministic Policy Gradient
(DDPG) algorithm [32] for the control of a self-driving car in
a simulation environment. Control commands of automated
driving have continuous actions including braking, accelera-
tion, and steering angle which themselves can have a broad
range of values as a representation. DDPG, as an augmented
version of the Deep Q-learning algorithm, is particularly
well-adapted for continuous action spaces and therefore is
appropriate for driving control tasks. Furthermore, DDPG
uses experience replay, a memory storing the agent’s past
experiences (st, at, rt, st+1), out of which the algorithm can

TABLE II
THE TRAINING PARAMETERS OF DDPG ON CARLA

Actor
learning
rate

Critic
learning
rate

Target
network
hyper-
parameter

Replay
buffer
size

Batch
size

Discount
factor

0.0001 0.001 0.001 100000 32 0.99

sample randomly to train the agent. This ability to reuse
samples makes DDPG a computationally efficient learning
approach. Moreover, DDPG has an actor-critic architecture,
in which the actor learns an observation-to-action mapping,
and the critic learns to evaluate the quality of an agent’s
chosen actions. DDPG also uses target networks - the target
actor network µ′, and target critic networks Q′. These
networks are time-delayed copies of their original networks
that help stabilize the training process. The parameters of
target networks are updated as follows:

θQ
′
← τθQ + (1− τ)θQ

′
(1)

θµ
′
← τθµ + (1− τ)θµ

′
(2)

where τ ≪ 1. For an effective action exploration, the term
additive noise is usually added to the exploration policy and
action is selected accordingly:

at = µ(st|θµ) +Nt (3)

Such a learning technique enables the DDPG agent to learn
a policy that maximizes its expected reward while also
considering the quality of the chosen actions.
RL Training Details: We generated driving data by training
the agent on Town 1 within CARLA. Town 1 (see Figure 3,
a) is a map containing straight lines, left turns, right turns,
T-junctions, traffic lights, speed signs, and various stationary
objects around the curbs. We first use the A* motion planning
algorithm [33] to generate a route with an initial and final
point of a motion trajectory inside the simulated town, which
shows consecutive waypoints linking these points. In our
experiment, we set the number of waypoints to 15. By
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Fig. 6. A diagram of the proposed VQA architecture for autonomous driving.

default, the waypoints are referenced to the origin point
(0,0,0) in the map. To ensure that they are referenced
to the dynamic position of the self-driving car while in
motion, we use Perez et al.s’ methodology [34] and apply a
transformation matrix to represent the state of the agent with
these points, the vehicle’s yaw angle, and its global position
on the map as follows:

cosϕc − sinϕc 0 Xc

sinϕc cosϕc 0 Yc

0 0 1 Zc

0 0 1 1

 (4)

The goal of the task is that the ego car follows this predefined
route and reaches the final destination by performing the
relevant actions along its trip.
As seen from Figure 4, the agent acquires a driving vector
ft= (vt, dt, ϕt) from the simulation environment where these
parameters reflect the vehicle’s velocity, lateral distance, and
yaw angle, respectively. Ideally, the goal of driving is to
move on in the direction of the lane as long as possible
without lane departure and collisions. In this sense, the
reward shaping can be conditioned for the vehicle’s 1) perfect
longitudinal direction, 2) deviation from the lane direction
with yaw angle, and 3) lane departure and collision. Based
on these criteria, we adopt the relevant reward formulation
from Perez et al. [34] for an ego car:

R =


−200 road departures or collisions,∑

t |vt cosϕt| − |vt sinϕt| − |vt| |dt| driving inside the lane,
+100 arriving at the goal position.

(5)
Finally, action space is continuous and can receive values

from the interval [-1,1]. By defining this setting, we trained
our agent in Town 1. The training parameters of DDPG can
be seen in Table II.

2) Data Annotation: As we obtained the driving video
with the DDPG agent, we selected 5 action categories (go
straight, turn left, turn right, turn left at T-junction, and
turn right at T-junction), and extracted consecutive frames
uniformly (30 frames per second) for 5 video segments. We
then chose 10 frames from each segment. We ensured that
these frames were extracted from driving segments, where

the car followed the predefined route and performed the
relevant action safely without lane departure or collision.
We distinguish left and right turns in the current line from
left and right turns at T-junction as in the latter an ego car
also has an alternative route. So, our training data includes 5
action categories with 50 high-quality frames per category,
denoting a total of 250 driving scenes obtained from the
recorded video. We manually annotated the training data
with five causal question-answer (QA) pairs (see Table I)
ensuring the annotations reflected the scene correctly. Each
of 250 frames has its single and scenario-related annotation.
As test data, we selected a collection of 100 frames from both
Town 1 and Town 2 on the CARLA simulator, as the map
of Town 2 is similar to Town 1. Similar to the training data
annotation, we selected 20 frames for each action category
from various segments of Town 1 and Town 2 and annotated
each of them with a relevant QA pair. The goal is to assess
the generalization ability of the employed VQA framework
on these action categories in unseen traffic scenarios.

3) Question-Answering Framework: On the question-
answering side, we fine-tune the original VQA framework
[35] trained on the MS COCO dataset [36]. At the highest
level, our VQA model takes an encoded driving image and
a question embedding as input, to predict the answer (i.e.,
explanation) for a performed action in the scene. The model
is composed of two neural networks. The first one is a
multilayer-feedforward network with 2 hidden layers each
containing 1000 hidden units and tanh activation function.
We apply the dropout regularization with 0.5 in each layer.
Finally, a long short-term memory (LSTM) [37] followed
by a softmax layer is employed to produce an answer for
the asked question about the driving action. On the image
encoding part, we eliminate the output layer and use the
last hidden layer of the pre-trained VGG-19 architecture
[38], producing a 4096-dimensional feature vector. Further,
a linear transformation is applied to make the image fea-
tures 1024-dimensional. The LSTM model for the question
encoder has 2 hidden layers with 512 hidden units, and thus
it is a 1024-dimensional vector, the same as image features.
An interesting aspect is the unification of the question and
image vectors from a mathematical perspective. Previous
studies have generally either preferred the concatenation or



'Because the road is clear.' - 0.998

'Because the road is bending to the left.' - 0.002

'Because there is no obstacle on the left side and 
turning right can be performed safely.’ - 0.0002

'Can' - 0.00002

'Bending' - 0.00002


’Because the road is bending to the right.' - 0.830

‘Because the road is bending to the left.' - 0.044

‘Orange' - 0.029

'Because the road is clear.’ - 0.022

'Can' - 0.007


'Because there is no obstacle at the right side

and turning left can be performed safely.' - 0.998

'Blue' - 0.0007

'Because the road is bending to the right.' - 0.0004

'Brown' - 0.0002

'Green' - 0.0001


'Because the road is bending to the right.' 
- 0.836

'Because the road is bending to the left.’ - 
0.060

'Because road is clear.' - 0.016

'Orange' - 0.014

‘Can’ - 0.006


'Because there is no obstacle on the left side

and turning right  can be performed safely.' - 
0.995

‘Because the road is clear' - 0.002

‘Because the road is bending to the left.’ - 0.001

‘Can' - 0.001

'Obstacle' - 0.001

(1) (2) (3) (4) (5)
Why is the car going straight? Why is the car turning to the 

left?
Why is the car turning left 


at T-junction?
Why is the car turning to the 

right?
Why is the car turning right at T-

junction?

Fig. 7. Example scenarios from an ego vehicle’s field of view on CARLA. During the decision-making process of the agent, we are given visual signals
and we ask action-related questions and try to find an answer given the current state. The green arrow shows the ego car’s chosen action and the white
arrows indicate the other route at T-junction scenarios. We show the top 5 answers predicted by our model. The green-colored text shows the correct answer
to the question for the performed action of the car. Except for the turn left scenario, justifications for other actions are predicted correctly by the model.

TABLE III
NUMBER OF CORRECT PREDICTIONS FOR EACH ACTION CATEGORY

Go straight Turn left Turn left at T-junction Turn right Turn right at T-junction Total

20/20 0/20 20/20 20/20 20/20 80/100

multiplication of these vectors, but [35] and [39] have shown
that multiplying the image and question encoder usually
leads to a better joint representation. Consequently, given the
image vector, Vi, and question embedding Vq , the resulting
vector passed to the fully connected layer of the VQA
pipeline is represented as their element-wise multiplication,
as a fused feature vector:

Vr = Vi × Vq (6)

We use the question and answer vocabularies of the
original VQA framework, which have sizes of more than
17K unique tokens and 1000 candidate answers (which are
either single tokens such as “yes,” “white,” or expressions
consisting of two or more strings such as “playing video
game”), respectively, obtained by descriptions from the MS
COCO [36] images. We customize candidate answers by
adding our answers of 5 action questions to that answer
vocabulary. The expectation is that our VQA model picks
the most correct answer with the highest softmax probability
score out of the 1K candidates for the asked “Why” question
about the action within the driving scene.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

On the data collection side, we trained the DDPG agent
on the CARLA 0.9.11 version in 500 episodes using a
TensorFlow backend to get a driving video. As described
above, we used 250 frames from Town 1 for training our
VQA network and evaluated its performance on 100 frames
collected from Town 1 and Town 2 (Figure 3). We used the
PyTorch backend for training and evaluating our VQA ar-
chitecture. The experiments were performed on an NVIDIA
RTX 3090 GPU machine with a 32 GB memory size. All

Fig. 8. The average softmax probability scores for top predictions in each
action category.

the frames were set to have a size of 640 × 480 both in
training and test. As we have ground-truth answers (see Table
I) for the asked question about an image, we compare the top
prediction of our model on the test data (i.e., an answer with
the highest softmax probability score) with these ground-
truth answers. Thus, we use accuracy as an evaluation metric,
which is defined as follows:

Accuracy =
# frames with correct predictions

total number of test frames
(7)

Based on this evaluation criterion, our VQA model pre-
dicted 80 correct answers to the asked questions for 100
images. Hence, the accuracy of the prediction is 0.8 or 80%.

1) Discussion: Except for turn left actions, our model
predicted explanatory answers correctly for all remaining ac-
tion classes. Interestingly, in frames with turn-left scenarios,



the VQA framework primarily recognized these actions as
turn right. In Figure 7, we provide exemplary driving scenes
for the five action categories. As seen, the model was able
to predict the highest probability scores for all actions in
the scenes correctly, except for the misclassified turn left
action in the second image. This misclassification could be
due to ambiguity in the tested driving frames, the shape of
curves in the scene, and road conditions in the training data.
Hence, it is important to increase the size of the training data
considering the shapes of road lanes and curves, lighting, and
other road objects to potentially improve the accuracy of the
predictions of the VQA network on self-driving actions.
Another implication of our work is that unifying com-
puter vision with a natural language provides an oppor-
tunity to explain temporal actions of an RL agent. As
explored in a recent study [40], explaining RL in sequential
decision-making problems is an important and emerging
topic, particularly when explanation receivers do not have
a technical background. As autonomous driving is a safety-
critical application area, justifying reinforcement learning-
based decisions to end users with natural language-based
reasoning is an effective and easily understandable approach.
A natural foundation for explainable reinforcement learning
(XRL) would be to provide reward-based justifications on
action decisions. However, as self-driving explanations are
intended for a general community, it is essential to ensure
that such explanations are intelligible and informative. While
[40] has attempted to build an inherently explainable RL
architecture, we build our explanations independent of an
agent’s decisions. We also acknowledge the need to be
cautious about providing explanations that are independent of
an agent’s behavior; it is possible that post-hoc explanations
may not always reflect an agent’s real decision-making
process. For example, in an actual left turn scenario, a
model’s response to the question “Why is the car turning
to the right?” as ”Because the road is bending to the right.”
may be a hallucination of a VQA architecture. Consequently,
it is important to further investigate the topic of generating
linguistic explanations for an agent’s actions and evaluate
such explanations with human-adversarial examples as well.

2) Limitations: Real roads are more complex and dy-
namic with the presence of traffic lights, bystanders, pas-
sengers, other vehicles, and adverse weather conditions. In
the current version of our framework, the ego car only
interacts with the stationary environment and explains actions
associated with such interactions. Moreover, our dataset is
small in size. Hence, these features are limitations of our
present framework, and as a next step, we plan to work on
explaining self-driving actions in more dynamic and complex
scenarios with enriched data, where details are provided in
the conclusions section.

3) Practical use cases: In practice, the VQA mechanism
can be leveraged at least in two ways on real autonomous
vehicles. First, it can help passengers on board monitor
driving safety by “judging” the vehicle’s decisions. For
instance, a user interface or dashboard set up on a back
seat may provide voice-to-text functionality, and a passenger

can observe driving surrounding, ask a question about the
vehicle’s chosen action, and get an answer. Such a feature
can help monitor the reliability of self-driving and instill
trust in vehicle autonomy during the trip. Another practical
application is to retain a history of action-question-answer
triplets (...at, qt, anst, at+1, qt+1, anst+1...) and use it for
forensic analysis in possible accident investigations with self-
driving vehicles. Such log data can help understand why the
self-driving vehicle made a specific decision at a particular
time just before being involved in an accident.

V. CONCLUSIONS AND FUTURE WORK

We have presented a preliminary study on explaining
autonomous driving actions with a VQA approach. We used
driving data generated by an RL agent on the CARLA
simulator and developed our question-answering system as
an explanatory approach to the agent’s decisions. The ex-
perimental results show that a simple and straightforward
VQA mechanism can help interpret the real-time decisions of
an autonomous car and also help understand its correct and
incorrect decisions as safety implications. The results also
suggest that unifying VQA with RL-based decision-making
will likely do well for actions in a dynamic environment,
provided that we have more training dataset. In this sense,
we plan to explore three potential directions:
1. Augmenting data and using other VQA architectures: We
will increase the size of training data (ideally >50K driving
frames), perform fine-tuning on our model using more recent
ConvNet architectures, such as Vision Transformer (ViT)
[41], and try out other VQA frameworks as well. By making
a comparative analysis of these pre-trained deep neural
architectures on driving data, we can observe their empirical
performance in terms of accuracy and potentially produce a
large-scale and curated benchmark dataset.
2. Training an RL agent on dynamic environments: We will
run the RL agent in other towns on the CARLA simulator,
which have more vehicles, pedestrians, and complex inter-
sections, and annotate the ego vehicle’s interaction with them
accordingly to provide more image-question-answer triplets.
3. Leveraging large language models (LLMs): Finally, a
recent breakthrough in LLMs gives a reason to use this
architecture in autonomous driving problems. As our current
task combines vision and natural language-based reasoning
for explaining self-driving actions, multimodal transformers
(e.g., GPT-4 [42] and its variations) could serve a purpose
in this context. As multimodal transformers can input an
image and text, and provide contextual information about the
joint semantics, it seems promising to fine-tune such state-
of-the-art learning architectures for the self-driving domain
and generate rigorously structured explanations.
We believe that the empirical work and further directions
proposed in this paper can help improve safety, transparency,
and trustworthiness of autonomous driving technology.
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