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Abstract— In the field of robotics, the point cloud has
become an essential map representation. From the perspective
of downstream tasks like localization and global path planning,
points corresponding to dynamic objects will adversely affect
their performance. Existing methods for removing dynamic
points in point clouds often lack clarity in comparative evalu-
ations and comprehensive analysis. Therefore, we propose an
easy-to-extend unified benchmarking framework for evaluating
techniques for removing dynamic points in maps. It includes
refactored state-of-art methods and novel metrics to analyze
the limitations of these approaches. This enables researchers to
dive deep into the underlying reasons behind these limitations.
The benchmark makes use of several datasets with different
sensor types. All the code and datasets related to our study are
publicly available for further development and utilization.

I. INTRODUCTION

Point clouds are widely used in the domains of robotics,
given their effectiveness in facilitating key components such
as localization and path planning. Current SLAM (Simulta-
neous Localization and Mapping) packages [1], [2], [3] fuse
data from multiple sensors to obtain corresponding poses.
These poses can be used to integrate point cloud frames into
a global map shown in Fig. 1.

Removing dynamic points from maps is crucial for ac-
curate representations of the environment. Failing to detect
dynamic points while integrating point cloud data can result
in the inclusion of ghost points, as illustrated in Fig. 1
yellow part. In the localization task, ghost points may reduce
robustness as they introduce ambiguous features or mislead
the matching process between the current observation and the
global map. For global path planning, the presence of ghost
points can lead to suboptimal path selection. If the planning
algorithm interprets points corresponding to dynamics as part
of the static environment’s structure, it will mistake these
points as obstacles and classify the region as untraversable,
resulting in unnecessarily long path allocation or even failure
in path planning.

Various methods are proposed to tackle the issue of
removing dynamic points, where different metrics are tai-
lored to showcase the benefits of their own approaches. For
example, Lim et al. [4] utilize the voxel-wise preservation
rate to evaluate their results. However, the existing evaluation
metrics neglect the classification accuracy in the sub-voxel
scale. Our benchmark adopts a set of new metrics for point-
wise evaluation with a unified standard.
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Fig. 1: Illustration of ghost points resulting from dynamic
objects in KITTI sequence 7. The yellow points to the right
represent points labeled as belonging to dynamic objects in
the dataset. These ghost points negatively affect downstream
tasks and overall point cloud quality.

Existing methods including [4], [5] are mainly evaluated
on SemanticKITTI [6], which solely includes small town sce-
narios by a single type of LiDAR. Our benchmark performs
evaluation on various datasets to analyze robustness towards
different scenarios and sensor setups. We also prepared a
dataset in a semi-indoor scenario where dynamic objects
are moving close to the static structure, and the ego agent
is equipped with a sparse LiDAR. For qualitative results,
we additionally choose the latest Argoverse 2.0 dataset [7]
that contains various streetscapes in big cities and has
more dynamic objects compared with SemanticKITTI. These
diverse datasets enable a comprehensive assessment of the
existing techniques to compare their adaptability to a range
of scenarios and sensor configurations.

Based on our benchmarking result, we summarise the
strengths and weaknesses of each technique revealed from
our proposed metrics, facilitating further development and
innovation in the field. For instance, the occupancy mapping
approach, Octomap [8], is also frequently used as a dynamic
point removal baseline. Guided by the benchmarking result,
we demonstrate how we improve its dynamic point removal
performance by incorporating ground fitting into the pipeline.

We contribute the benchmark implementation and ex-
tended datasets to the research community at https://
github.com/KTH-RPL/DynamicMap_Benchmark.

The main additional contributions include the following:
• Refactoring existing methods to establish a unified

benchmark for removing dynamic points in the map.
• Introducing new metrics and evaluating the performance

of all methods, detailing the challenges associated with
this task.
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• Introducing an extension of Octomap better adapted to
the map clean task.

II. RELATED WORK

In the field of point cloud processing on dynamic points
removal, methods can be broadly categorized into two
main approaches: learning-based and traditional algorithms.
Learning-based methods have been increasingly popular in
detecting dynamic points or objects. However, they require
training data and a network to learn latent space representa-
tions, often lacking explainability. Therefore, this paper fo-
cuses on traditional approaches to removing dynamic points.
In the below sections, we will review both learning-based
and traditional methods in detail.

A. Learning-based

Learning-based methods typically involve deep neural net-
works and supervised training with labeled datasets. Mersch
et al. [9] employ sparse 4D convolutions to segment receding
moving objects in 3D LiDAR data, efficiently processing
spatiotemporal information using sparse convolutions. Sun
et al. [10] develop a novel framework for fusing spatial and
temporal data from LiDAR sensors, leveraging range and
residual images as input to the network. Toyungyernsub et
al. [11] predict urban environment occupancy by considering
both spatial and temporal information, incorporating envi-
ronmental dynamics to improve moving object segmentation
performance. Huang et al. [12] propose a novel method for
unsupervised point cloud segmentation by jointly learning
the latent space representation and a clustering algorithm
using a variational autoencoder. Lastly, Khurana et al. [13]
use differentiable raycasting to render future occupancy pre-
dictions into future LiDAR sweep predictions for learning,
allowing geometric occupancy maps to clear the motion of
the environment from the motion of the ego-vehicle.

However, they share common drawbacks, such as the need
for extensive labeled datasets, unbalanced data during train-
ing [14], and potential limitations when applied to different
sensor types they were not trained on.

B. Traditional Algorithm

In light of these challenges, our focus shifts towards tra-
ditional methods, which typically exhibit greater robustness
and flexibility in handling diverse sensor types and data
distributions. Various approaches have been proposed, often
categorized into ray-casting, visibility-based, and visibility-
free.

Occupancy grids, often in the form of Octomap [8], are
popular techniques that employ ray casting to update the oc-
cupancy value of the grid map space by counting the hits and
misses of scans. Additionally, other data structures have been
proposed, e.g., by representing the truncated signed distance
field (TSDF) [15] instead of occupancy. They rely on the
concept of occupancy values or truncated signed distances to
detect dynamic points in point clouds. These methods update
the values for each voxel, frame by frame, based on the
measurements obtained from the sensor. If the values within
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Fig. 2: Limitation on ray casting-based and visibility-based
methods.

a voxel deviate significantly from a specified threshold, the
points inside that voxel are considered dynamic.

Despite their effectiveness, these methods can be com-
putationally expensive when performing ray-casting steps,
leading to the development of visibility-based methods to
reduce computational costs. Visibility-based methods assume
that if a query point is observed behind a previously acquired
point in the map, then the previously acquired point is
dynamic. Kim et al. [5] constructs a static point cloud map
using multi-resolution range images based on visibility.

Both ray casting and visibility-based methods suffer from
the problems illustrated in Fig. 2. (a) shows that rays are
far from the ground, and the angle between the rays and the
ground line becomes very small. In such scenarios, ray-based
methods update the free value when the rays pass through the
area, which may cause some ground points to be incorrectly
seen as dynamic. (b) means after accumulating multiple scan
frames, noise below the ground in some frames can cause
previous regions to be updated as free, mislabeling ground
points. (c) illustrates how these methods fail to remove
dynamic points when no object is behind them. In this
example, only some hits on the big truck will later be cleared
by hits on the wall, while others will not. The purple hits
will erroneously remain, as no new hits pass through them.

Lim et al. observed these limitations in [16] and proposed
a novel approach based on the height difference between the
raw map and the query. They compare the ratio between the
difference in the minimum and maximum z-values in regions
between a query scan and the map. If the ratio is larger than
a predefined threshold, the region is considered to contain
dynamic objects. This approach improved the handling of
dynamic objects from unlabeled classes.

We have discussed several traditional methods for remov-
ing dynamic points from point clouds. They often involve
numerous parameters that need to be tuned. For instance,
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Fig. 3: Limitations of height-threshold-based methods. (a)
When people stand under a tree, using a height threshold
hmax typically ignores the highest points that the sensor
observed. (b) However, when choosing a threshold hmax,
larger objects such as a truck may still have remaining points.

Lim’s method [16] requires knowledge of the sensor height,
making it highly sensitive to height values. This approach
also necessitates tuning the maximum and minimum height
ranges, as it cannot handle scenarios such as pedestrians
walking under trees in Fig. 3.

This paper remains focused on traditional methods because
they do not require the creation of a large labeled dataset
or training on various datasets to ensure generalization, as
compared to learning-based approaches. Nevertheless, it is
still possible to include learning-based methods with the
effort dedicated to creating various labeled datasets, training
networks, and performing inference under unified setups.

III. METHODS

In this section, we provide a summary of the methods
[8], [5], [16] included in our benchmarks, discussing their
algorithm design and frameworks. We prepare the processing
dataset and scripts to extract data from several open-dataset
and refactored methods without ROS (Robot Operating Sys-
tem) for easier benchmarking and faster running speeds.

Guided by our benchmark analysis and addressing the
angle problem and sparse points problems in Fig. 2, we adapt
Octomap [8] to estimate the ground, followed by the same
ray casting process for hit-and-miss detection in non-ground
points.

A. Removert

Kim et al. [5] proposes an offline method that requires
a prior raw map to compare the difference between query
and raw as shown in Fig. 4. Firstly, they convert the query
and prior raw map point cloud to depth range images using
OpenCV [17]. Subsequently, they compute the difference
between these two image matrices IQk , IMk as follows:

IDiff
k = IQk − IMk . (1)
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Fig. 4: Framework of different methods. The term ‘Query
Scanˆ’ indicates that the data has already been transformed
to the world frame with the sensor center pose included.

Finally, the dynamic map points are defined in [5],

PDM
k = pM

k,ij ∈ PM
k |IDiff

k,ij > τD, (2)

where PM
k is the raw global point cloud map, PDM

k is the set
of dynamic points, and pM

k,ij is the set of points in the pixel
(i, j), τD is a threshold. Fig. 4a illustrates their framework.

B. ERASOR

Lim et al. [16] propose an approach based on the obser-
vation that most dynamic objects in urban environments are
in contact with the ground. They introduce the novel concept
of pseudo-occupancy to represent the occupancy of unit
space and discriminate spaces with varying occupancy levels.
Subsequently, they determine potential dynamic candidate
bins PDynamic based on the height difference between the
raw map and query frame, as briefly described in [16]:

∆h(i,j),t = sup {Z(i,j),t} − inf {Z(i,j),t} (3)

where Z(i,j),t = {zk ∈ pk|pk ∈ S(i,j),t}, and z represents
the point’s z-value concerning the sensor origin. sup, inf
separately means the highest and lowest point height value
in the Z.

The condition for determining potential dynamic candidate
bins is:

if
∆hQuery

(i,j),t

∆hMap
(i,j),t

< 0.2,

then S(i, j), t ∈ PDynamic

(4)

Finally, they employ Region-wise Ground Plane Fitting
(R-GPF) to distinguish static points from dynamic points
within the candidate bins that potentially contain dynamic
points. Fig. 4b illustrates their framework.

C. Octomap and Improvement

Hornung et al. [8] offer a popular mapping framework to
generate volumetric 3D environment models in the robotics
field. It is based on octrees and uses probabilistic occupancy



estimation. Although it is not initially designed for dynamic
point removal, it has frequently been used as a baseline.

First, Octomap rasterizes all points to 3D voxels, where
each voxel is a leaf node n. Then, the probability of n
being occupied is updated given the sensor measurements
z1:t according to:

P (n | z1:t)

=

[
1 +

1− P (n | zt)
P (n | zt)

1− P (n | z1:t−1)

P (n | z1:t−1)

P (n)

1− P (n)

]−1

(5)
After updating the whole map with all scan frames, each

node in the map will have a final occupancy value. If it
exceeds a threshold, we consider the node as a static point.
During this process, the occupancy probability of nodes
containing dynamic points will decrease as rays pass through
these nodes in some frames, reducing their occupancy values.

However, as mentioned earlier, it is not designed for
dynamic point removal tasks, and in Section V, we can
observe the challenges mentioned in Section II. Guided by
our benchmarking analysis, we will enhance the original
Octomap by incorporating noise filtering and ground estima-
tion techniques. The performance differences between our
improved Octomap and the original version are examined
through ablation studies in Section V, demonstrating the
benefits of our modifications.

To minimize the impact of noise and abnormal points
or reduce the computational burden of our ray casting, we
employ the Statistical Outlier Removal (SOR) technique for
filtering. Then we perform ground estimation using Sample
Consensus (SAC) segmentation [18] on the output point
clouds. In the last, we optimize the process by setting
the grid cells occupied by the estimated ground points
as free, ensuring no ray casting occurs in these regions.
This approach prevents the mislabeling of ground points as
dynamic and their subsequent removal from the static map,
preserving the integrity of the final representation. We then
only integrate and update the octree based on the non-ground
points throughout all frames.

When exporting the final map, we use a threshold to query
the occupancy grid points and integrate the ground points.
This approach ensures that the occupancy values of grid cells
containing dynamic points are updated when the dynamic
objects move away, and rays pass through the area once
more, providing an accurate and efficient representation of
the environment.

IV. BENCHMARK SETUP

A. Metric

Although nowadays datasets provide point-wise labels,
most methods downsample the ground truth to voxel-wise
level for evaluation. To provide a more accurate evaluation,
we propose a new benchmark based on point-wise assess-
ments.

The map clean task aims for two goals: remove true
dynamic points and keep true static points. This process

involves maintaining high recall in the classification of both
dynamic and static points, often referred to as Dynamic
Accuracy (DA%) and Static Accuracy (SA%) respectively.

Additionally, we utilize the Associated Accuracy (AA %)
calculated using the geometric mean as a comprehensive
metric that combines both accuracies, offering an overall
assessment of the algorithm’s performance. AA is more
sensitive to smaller values compared to the harmonic mean
used in the F1 score.

AA =
√
SA×DA. (6)

There are also distance distribution plots that show the
distance from mislabeled points to their nearest correct
dynamic points. It serves as a metric to illustrate where errors
typically occur, helping researchers identify and address the
shortcomings of methods for further improvements.

B. Implementation details

We conduct experiments on three primary datasets: KITTI,
Argoverse 2.0, and a semi-indoor dataset. The first two
have their own ground truth pose files, while semi-indoor
dataset poses are obtained using the SLAM package [19].
All datasets are integrated into a unified PCD format with
point cloud data and pose in it. KITTI has ground truth
labels for dynamic objects from SemanticKITTI [6]. Part
of Argoverse 2.0 and the semi-indoor dataset collected by
us have manually labeled dynamic points ground truth. In
the point-wise evaluation, if an algorithm rasterizes the grid,
we query all the points in ground truth to search for the
corresponding grid and label the point as static or dynamic
according to the algorithm’s output.

V. BENCHMARK RESULTS

In this section, our benchmark contains both quantitative
and qualitative evaluations. We use it to conduct a detailed
analysis of the performance of the methods in Section III on
various datasets, identify specific failure scenarios for each
method, and explain the reasons for these failures in relation
to their theoretical foundations. Additionally, we provide a
table outlining the time cost and the number of parameters
required for tuning to achieve a better static map.

All experiments are conducted on a desktop computer
equipped with a 12th Gen Intel® Core™ i9-12900KF pro-
cessor featuring 24 cores. The benchmark link includes all
the parameters used for the experiments presented in this
paper. Methods marked with an asterisk (*) in tables and
figures indicate offline methods, which require a raw global
point cloud map as a prior for comparison. More detail can
be found in Section III and Fig. 4.

A. Quantitative

In Table I, we present a quantitative comparison of dy-
namic object removal methods in various scenarios datasets.
Removert mostly retains the complete static map but labels
only a few correct dynamic points. In contrast, ERASOR
performs better in removing dynamic points and balancing



TABLE I: Quantitative comparison of dynamic object removal methods

KITTI sequence 00 KITTI sequence 05 AV2.0 big city Semi-indoor
Methods SA ↑ DA ↑ AA ↑ SA ↑ DA ↑ AA ↑ SA ↑ DA ↑ AA ↑ SA↑ DA ↑ AA ↑
Removert* [5] 99.44 41.53 64.26 99.42 22.28 47.06 98.97 31.16 55.53 99.96 12.15 34.85
ERASOR* [16] 66.70 98.54 81.07 69.40 99.06 82.92 77.51 99.18 87.68 94.90 66.26 79.30
Octomap [8] 68.05 99.69 82.37 66.28 99.24 81.10 65.91 96.70 79.84 88.97 82.18 85.51
Octomap w G 85.92 98.88 92.17 86.15 98.46 92.10 76.38 86.26 81.17 94.95 73.95 83.80
Octomap w GF 93.06 98.67 95.83 93.54 92.48 93.01 82.66 82.44 82.55 96.79 73.50 84.34

Removert ERASOR Octomap Octomap w GF
0.0

0.1

0.2

0.3

0.4

0.5

D
is

ta
n

ce
(m

)

Fig. 5: The distribution of distances from false negative
points to their nearest true positive points for different
algorithms in KITTI sequence 05. The blue dashed line
signifies the region containing 10% of the point numbers.

static and dynamic points. The original Octomap suffers from
angle problems in the ground plane and noise points shown
in Section V-B which cause their score on SA to be lower
than others. Octomap w G denotes the method with ground
estimation, resulting in a higher score across most of the
sequences. Also adding the noise filter (Octomap w GF), we
achieve a 20%− 30% speed-up, as shown in Table II, since
the noise points do not undergo the ray casting process.

Considering Table II and Table I, there is a trade-off
between speed and performance, as the method with the
lowest score on AA achieves the fastest processing time for
a single frame. It is important to note that Removert requires
multiple resolutions to produce better results, which may
increase the processing time depending on the number of
resolutions. The speed of ray-based methods like Octomap
has the potential for further optimization and improvement.

To better future analyze, Fig. 5 illustrates where errors
typically occur. We observe that most of the false negative
points (true dynamic points labeled as static) are close to
the true positive points (correctly labeled dynamic points),
with all methods’ false negative points ranging from 10cm
to 30cm away from the true positive points. In such cases,
other techniques, such as clustering around the true positive
points, can be employed to address this issue. The largest
scale difference occurs in Removert, corresponding to the
challenges we mentioned earlier in visibility-based meth-
ods that involve occlusion behind the true positive points.
Techniques that apply understanding object relationships and

TABLE II: Runtime comparison of different methods

Methods Runtime/frame [s] # Parameters

Removert* [5] 0.044 ± 0.002 6
ERASOR* [16] 0.718 ± 0.039 18
Octomap [8] 2.985 ± 0.961 5
Octomap w G 3.054 ± 0.966 8
Octomap w GF 2.147 ± 0.468 10

establishing connections between them may help address this
issue more effectively.

B. Qualitative

To complement the quantitative results discussed earlier,
We present the cleaned map in the Argoverse 2.0 and semi-
indoor dataset, where the ground truth map is marked with
yellow points to represent dynamic objects.

In one sequence of the Argoverse 2.0 LiDAR dataset,
Fig. 6 presents the cleaned maps produced by different
methods in the Argoverse 2.0 dataset. As this dataset con-
tains more recent and challenging scenarios from various
US cities, it features many poles and trees that effectively
illustrate the disadvantages of each method. As seen in the
raw map, there are dynamic cars, cyclists, and pedestrians
near the building. Removert retains the most complete static
points but fails to remove the points near the object center.
ERASOR keeps the cleanest map among all methods but,
removes tree trunks and the ground near the pedestrian due
to its sensitivity to height and slightly different pavement
heights compared to driving roads. A comparison with the
improved Octomap version in Fig. 6 (d) and Fig. 6 (e)
demonstrates significant improvements in error reduction for
ground points. By incorporating ground estimation, most
ground points are preserved, ensuring a more accurate rep-
resentation of the static environment. As these points are
considered definitively static, ray casting is not performed
to remove ground points, further enhancing the accuracy of
the map. There is room for further improvement by using
better ground estimation and clustering techniques to label
the missing dynamic points in the map, as discussed in Fig. 5.

Fig. 7 displays the cleaned map for a custom dataset with
one VLP-16 LiDAR. As clearly illustrated, the issues dis-
cussed in Section II-B are apparent. Removert has difficulty
removing points that are behind dynamic obstacles moving
around. Without fine-tuning the parameters and using the
same settings as for the KITTI dataset, ERASOR fails to
remove points higher than the threshold, and the original



(a) Raw Map (b) Removert* [5] (c) ERASOR* [16] (d) Octomap [8] (e) Octomap w GF

Fig. 6: Qualitative results for the Argoverse 2.0 big city with two VLP-32C LiDARs. The first row displays camera recordings from the
cars, the middle row presents the entire map after methods cleaned for this sequence, and the bottom row focuses on a more detailed
portion of the map corresponding to the image where cars and cyclists are present in the scene.

(a) Ground Truth (b) Removert* [5] (c) ERASOR* [16] (d) Octomap [8] (e) Octomap w GF

Fig. 7: Qualitative results for a custom dataset with one sparse VLP-16 LiDAR. Yellow indicates points predicted as dynamic by the
algorithm, while the first column shows ground truth labels provided by human annotation.



Octomap exhibits the sparse LiDAR ground problem, leading
to many ground points being removed regularly by LiDAR
rings. The improved Octomap still requires some fine-tuning
of the occupancy probability values, as people are standing in
the same place for an extended period, making it challenging
to remove them using the default parameters.

VI. CONCLUSION

In this paper, we conducted a comprehensive review
and benchmark of methods for removing dynamic points
from point clouds. We refactored three existing methods
and contributed them to a unified benchmarking framework.
The proposed metric on error distribution offers a novel
perspective for analyzing where errors occur and gaining
insights for researchers.

In benchmarking evaluation, we provide detailed analy-
ses of each method’s strengths and weaknesses for future
researchers. Guiding by our evaluation, we also propose a
modified Octomap version tailored for this task by filtering
and estimating ground points first. Through analysis, there
is potential to generalize methods to similar scenarios that
minimize reliance on parameter tuning and prior knowledge,
as well as accelerate the algorithms for efficient execution.

The future direction of this benchmark extends beyond
merely removing dynamic points to encompass generating
labels in perception datasets, as demonstrated in studies such
as [20], or performing real-time detection in point clouds, as
illustrated by [21].

In conclusion, we hope this benchmark, open-source code,
and dataset will serve as valuable resources for researchers
and practitioners in this field, fostering further advancements
and innovations in point cloud processing.
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