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Maximizing Safety and Efficiency for Cooperative Lane-Changing:
A Minimally Disruptive Approach

Andres S. Chavez Armijos, Anni Li, Christos G. Cassandras

Abstract— This paper addresses cooperative lane-changing
maneuvers in mixed traffic, aiming to minimize traffic flow
disruptions while accounting for uncooperative vehicles. The
proposed approach adopts controllers combining Optimal con-
trol with Control Barrier Functions (OCBF controllers) which
guarantee spatio-temporal constraints through the use of fixed-
time convergence. Additionally, we introduce robustness to
disturbances by deriving a method for handling worst-case dis-
turbances using the dual of a linear programming problem. We
present a near-optimal solution that ensures safety, optimality,
and robustness to changing behavior of uncooperative vehicles.
Simulations demonstrate the effectiveness of the proposed
approach in enhancing efficiency and safety.

I. INTRODUCTION

Cooperative autonomous driving technology has received
significant attention in recent years due to advancements
in communication and sensor technologies. These advance-
ments facilitate efficient and accurate information transmis-
sion between Connected Autonomous Vehicles (CAVs) and
the surrounding environment. CAVs have the potential to
greatly enhance traffic efficiency and safety in a variety
of challenging traffic settings through effective trajectory
planning.

Among the critical aspects of cooperative highway driving,
the automation of lane-changing maneuvers has increasingly
become a focal point of research [1]-[3]. However, it is
crucial to minimize the overall negative impact, specifically
traffic flow disruption, that cooperative maneuvers can cause.
Disruption refers to the cumulative effect of deceleration
during maneuver executions on traffic flow. Previous studies,
e.g., [4], [5], [6], have focused on selecting the optimal
cooperative set and merging gap for a vehicle while max-
imizing efficiency through optimal control. In this context,
efficiency encompasses the minimization of disruption, en-
ergy consumption, and time. However, this often assumes
a constant (time-invariant) behavior of uncooperative vehi-
cles and disregards possible disturbances, leading to unsafe
policies during maneuver execution.

To ensure the safety of cooperative maneuvers, approxi-
mate solutions using Control Barrier Functions (CBFs) [7],
[8] have been employed in [9] and [10]. In the context
of automated lane-changing maneuvers, [11] proposed a
rule-based lane-changing strategy without cooperation using
CBFs. However, these approaches overlook the optimality
of cooperative maneuvers due to the conservative nature of
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CBFs, resulting in reduced maneuver efficiency and high
traffic disruptions.

To address the trade-off between safety and optimality,
[12] introduced the concept of Optimal control with Control
Barrier Functions (OCBFs), utilizing an analytically obtained
unconstrained solution to an Optimal Control Problem (OCP)
as a reference trajectory to track subject to CBF-based con-
straints, thus bridging the gap between the safety guarantees
of CBFs and the optimality of OCP solutions. This approach
has been applied in the context of cooperative driving in
conflict settings such as merging [9] and roundabouts [13].
However, for cooperative lane-changing scenarios, ensuring
the timely achievement of terminal conditions is crucial for
the feasibility and efficiency of the maneuvers. The presence
of such temporal constraints motivates this work.

In this paper, we consider cooperative lane-changing ma-
neuvers in mixed traffic, as depicted in Fig. 1, aiming to
perform minimally disruptive maneuvers despite the presence
of uncooperative vehicles. Specifically, our contributions are
threefold: First, we propose a novel method that combines
OCBFs with spatio-temporal constraints through the use of
fixed-time convergence (FxT-OCBF) for cooperative lane-
changing maneuvers. Second, we introduce a method that
computes the dual of a linear programming problem to han-
dle additive disturbances. Third, building upon [14] and [12],
we extend previous works in [6] and [5] to provide a near-
optimal solution for the minimally disruptive cooperative
lane-changing problem. The proposed method demonstrates
robustness to changes in the behavior of uncooperative
vehicles while ensuring safety and near-optimality.

The remainder of this paper is structured as follows.
Section II briefly discusses the theory behind CBFs and
fixed-time convergence. Section III summarizes our previous
work, followed by the formulation of the lane changing
problem. Our current results are introduced in Section IV,
and we conduct simulations in Section V to demonstrate
the efficacy of our approach. Finally, we provide concluding
remarks together with future work in Section VI.

II. PRELIMINARIES
In this paper, we address an optimal control problem
(OCP) for a nonlinear control affine system given by:
&= f(z(t) + g(x(t))u + d(t, ), ()

Here, x € R™ and v € U C R™ represent the state and
control input vectors, respectively. The control constraint
setU := (u € R : upmin < u < Umayx) defines the allowable
control inputs. The functions f : R® — R™ and g : R™ —



R™>™ are continuous mappings, while d : R” — R"
represents an additive disturbance accounting for modeling
errors or environmental disturbances.

Assumption 1: There exists a positive constant v such that
forall ¢t > 0 and x € D C R", the disturbance d is bounded
by |d(t, x)| <.

We use Control Barrier Functions (CBFs) and Control
Lyapunov Functions (CLFs) to map the safety constraints
and goal constraints (see [8] for details). Our objective is
to ensure that system (1) remains within a safety set Sg :=
{z|hg(z) > 0}. This guarantees the system’s safety under
closed-loop dynamics. Simultaneously, we aim to guide the
closed-loop trajectories of (1) towards a goal set Sg :=
{z|hg(z) < 0} within a specified time duration T}, > 0.
It is important to note that hs(x) N hg(x) # O with hg(x)
and hg(x) representing functions that characterize the sets
Ss and Sg, respectively.

Definition 2.1: (Fixed-Time Domain of Attraction [14])
A compact set S is said to be a Fixed-Time Domain of
Attraction (FxT-DoA) with time 7" > 0 if it is completely
contained within a set D in R", and the following conditions
hold true for the closed-loop system (1) under input w: i) For
all initial states 2(0) € D, the solution z(¢) remains in D
for all time ¢ between O and T'. ii) There exists a time Tj
between 0 and 7T such that the limit of x(t) as ¢ approaches
Ty and belongs to S.

Theorem 2.1: (FxT-CLF-CBF-Sg [15]) For a given user-
specified 73,4, if there exist parameters o1, a2, ;1 > 1, and
0 < 742 < 1 for i € ¥ such that T,,q > maxieg[er
M], and a control input u(t) satisfies
inf {Lyhs(2) + Lohs(z)u} + Bs (hs(z)) 2 0
qirelgt {Lshe(x) + Loha(x)u} + oy max {0, hg(z)}

— agmax {0, hg(x)}"? <0, (2b)

(2a)

where [3,(-) denotes an extended class-XC function, then
under the control input u, the closed-loop trajectories satisfy
x(t) € Sg and x(t) € Sg for all z € R™ \ S, where the
convergence time 7" satisfies T < 5 ’;’:az < Ty

In practical terms, for an OCP with quadratic objectives,
we divide the time interval [0,7] into equal-sized steps of
duration At. Within each step, indexed by k, the state is
assumed to remain constant at its initial value, and we also
assume a constant control input. To satisfy Theorem 2.1,
we formulate a quadratic programming (QP) problem that
computes a control uy, satisfying (2). Considering the vector
z = [uz;tsg;dg] , we solve the following optimization
problem at each time step k:

min 1ZTHZJrFTz (3a)
ur€U,04,05>0 2
st. Liha(z) + Loha(x)u < dgha(x)—
a1 max {0, hg(z)}" — azmax {0, hg(z)} (3b)
Lihs(z) + Lyhs(x)u+ dshs(xz) >0 (3e)

Here, J, and J, are the gains of linear extended class-
K functions. Matrices H and F' are suitably chosen, with

Fig. 1: Cooperative vehicle set S(t), and optimal merging
slot (i*,i* 4+ 1) € S(¢t) selection diagram

the term F'7 2 penalizing positive values of ;. Additionally,
fixed parameters ai, oo, 1, and vy are chosen as oy =
%,’yl:1+%L,and72:17i,whereu>l.
Remark 1: Note that in (3), 6, and J, are optimization
variables that relax the enforcement of the FxXT-CLF-CBF-
S¢ conditions. Including the constraint s > 0 guarantees
safety but can void fixed-time convergence in some cases. In
this paper, we adopt this convention to prioritize safety over
efficiency in the trajectory of the lane-changing maneuvers.

g =

III. PROBLEM FORMULATION

This section provides a review of our previous work on
cooperative lane-changing maneuvers [5], [6], which serves
as the foundation for the optimal control solution proposed
in this paper which includes temporal constraints. The ma-
neuver comprises longitudinal and lateral segments, where
the lateral maneuver is executed when there is sufficient
space for merging. Fig. 1 illustrates the presence of two
uncooperative vehicles, referred to as U and F', traveling
in the slow and fast lanes, respectively. Our focus is on a
specific CAV, denoted as C, which performs an automated
lane change initiated when it is necessary to overtake vehicle
U. The maneuver begins when C' detects vehicle U at a
distance of d, ahead. Additionally, we consider a group of
CAVs traveling behind vehicle F'.

To describe cooperative behavior, we define the set S(t) =
{1,..., N}, representing CAVs near C' capable of cooper-
ation at time ¢. Indices 1 and N correspond to the CAVs
farthest ahead and farthest behind C, respectively. Each
CAV i € S(t) can sense the states of U, F, and other
uncooperative vehicles. Due to space limitations, we omit
details on lateral trajectory optimization found in [2].

Vehicle Dynamics: Every CAV i € S(t) follows the
dynamics of a control-affine approximated kinematic bicycle
model, as defined in [11]:

z v cos(h) 0 —wvsin(f)

y | _ | vsin() 0 wcos(h) { u }

61~ o 0 /L o | THW)

v 0 1 0 — d(t,x)
N , u(t)

% f(x(t) g(x(t))

“)
where the state variables z, y, 6, and v represent the
longitudinal position, lateral position, heading angle, and
speed, respectively. Similarly, the control inputs are vehicle
acceleration u and steering angle ¢. The disturbance d(¢, x)
is an additive bounded noise represented by the vector w(t) €
W C R, where W is a defined subset of R?, and H € R**¢
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Fig. 2: Vehicle Dynamics Diagram

is a mapping matrix of appropriate dimensions. The physical
interpretation of the variables in (4) is illustrated in Fig. 2.

Note that on a straight segment with 8 = 0, ¢ = 0,
and no disturbances, the system reduces to double integrator
dynamics of the form

i (t) = vi(t), 0i(t) = us(t) (5)

Thus, for purposes of generating a reference longitudinal
trajectory for the maneuver, we assume that every vehicle
travels in a straight line under the dynamics described in (5).
The maneuver is initiated at time ¢y and the completion time
of the longitudinal maneuver is denoted as ¢y. The control
and speed variables have the following constraints:

(6a)
(6b)

Wi < Ui (1) < Wiy,
vimin S Vg (t) g vimax’

Vt € [to, t]
VYt € [t(),tf]

In the above expressions, v;, . > 0 and v;_, > O represent
the maximum and minimum speeds allowed on the highway,
while u;,, > 0 and u;,_,, < 0 represent the maximum and
minimum acceleration controls for CAV 3.

Rear-End Safety Constraints: Given a vehicle ¢ and its
immediately preceding vehicle ¢,, we define the minimum
safety distance of ¢ with respect to i, as a speed-dependent
distance constraint of the form

inp(t) — in(t) > gm}i(t) +e Vte [to,tf] @)

where ¢ represents a fixed constant offset and ¢ denotes the
reaction time (as a rule, ¢ = 1.8 is suggested, see [16]).

Traffic Disruption: We aim to quantify the impact of a
lane-changing maneuver on fast-lane traffic. Let £ > ¢y and
x;(ty) be the final position of CAV 7 under control policy
w;(t) for t € [to,t¢]. At time t > to, we define a disruption
metric D;(t) for any CAV i € S(t) as follows:

Di(t) = v Dj (t) + wDi (1), (3a)

D (t) = (2i(t) — (2:(0) + vi(0) - 1)), (8))

D} (t) = (vi(t) — va)”, (8c)

Yz =7+ (max (Vmax — V0, Vmin — Vo) * tm,g)_2 (8d)
Yo = (1 =) - max (Vmax — Vd, Umin — Ud)_2 (8e)

Here, D¥(t) and DY (t) represent disruption metrics for po-
sition and speed, respectively. The position disruption D (t)
quantifies the deviation in the final positions of vehicles in
the fast lane compared to where they would have been if
they had maintained their initial speed over [0,¢] without
cooperating. The flow speed disruption D} (¢) measures the
deviation of a vehicle’s speed at time ¢ from a desired flow
speed, vq. The term t,,,, represents the average longitudinal
maneuver time. The weights v, and -, in (8) normalize

and combine each disruption terms in a convex manner. The
parameter 7 € [0, 1] adjusts the relative importance of each
disruption type. For further details, see [6].

Minimally Disruptive Terminal Conditions: We summa-
rize the findings from our previous work [5] where we seek
to find the optimal longitudinal maneuver time t%, together
with the longitudinal terminal position 7} (t}) for each CAV
i € S(t}), where S(t}) denotes the relevant CAV set with
respect to CAV C at tlme t* Specifically, we seek to create
a minimally disruptive safe gap between a CAV pair ¢* and
1*+41 such that CAV C can perform a lateral maneuver. Thus,
given a maximum allowable terminal terminal 7T,,.x, the
terminal conditions for the longitudinal maneuver segment
can be determined by solving a mixed integer nonlinear
programming problem (MINLP) of the form

. 1
sty (ty) —xc (ty) > pve (ty) + € (9a)
VieSE\{N}:
T (ty) — i (tf) = pvjpa (tr) € (9b)
Vie S(t) :
zo(ty) —xi (ty)+ (1= Bi) M > v (tf) +€¢  (9¢)
x; (ty) —zco (tr) + BiM > pue () + ¢, (9d)
Vie St)u{C}:
pY (zi,v4,t7) <oup (xs,vi,t5) >0 (%e)
0 < Vmin < 5 (tf) < Umaxs 90

where (9a)-(9d) describe the rear-end safety constraints as
defined in (7). Additionally, B; is a binary variable that
determines if the optimal CAV C' should merge ahead of
CAV i. Furthermore, p" and p' represent the reachable set
for a point mass model [17], and they are defined by the
following equations:

v 2
P (v, t) = =5 + 1 (2=mlO=2 )T R (100)
2
P (v t) = § = 1 (F02 1 ) - R o)
R=p " (z;—2:(0) — tvi(O) — 0.50t7) (10c)
n= 0.5 (umax - umin) , v=0.5 (umax + umin) (10d)

Decentralized Optimal Longitudinal Trajectory: The
longitudinal trajectory is defined once the terminal time ¢7%,
terminal position x7 ,, and terminal speed v; , for each
CAV i are computed by solving (9). These are then used
in defining the following OCP for determining w;(t):

min / —uz(t)dt (11a)
Umin <u; (1) SUmax J ¢, 2
s.t. (5), (6),
zi—1(t) — xi(t) > @ui(t) + ¢, V€ [to,t}] (11b)
x; (t’}) =x;s Ui (t}) = (11¢)

Lateral Maneuver: The lateral maneuver is initiated at
time ¢}, when CAV C is longitudinally safe with respect to



vehicle U and the two vehicles ahead and behind the optimal
merging pair (¢*,i*+1) obtained from solving (9). The value
of t} is computed based on a minimum safe distance &;.
Specifically, t} is determined as follows:

th =min {t € [to,t}] : (wu(t) — zc(t) > &) A
(i (t) —2o(t) = &) A(zo(t) — zi-4a(t) > €1))} -

Similarly, we define the end of the lateral maneuver tlf as
the time at which CAV C' reaches the center of the fast
lane, denoted as yg.s. It is important to note that under ideal
conditions, té < t;‘c since ¢; can be smaller than the minimum
longitudinal safety specified in (7).

Problem Formulation with temporal constraints and
bounded disturbances: Note that the solution to (11) as-
sumes perfect knowledge of the preceding vehicle’s state,
making the problem challenging when the behavior of
this vehicle is unknown or time-varying. Additionally, the
presence of external disturbances can render the solutions
infeasible. Furthermore, the nonlinearity of the dynamics
prevents the guarantee of global optimality for the lateral
control trajectory. Therefore, in this paper, we address these
challenges and formulate the following problem:

Problem 1: Given system (5) subject to bounded distur-
bances d : |d(t,z)| < - and potential variations in the
behavior of uncooperative vehicles U and F', our objective is
to derive an online optimal control policy uw*(t) that ensures
the safety of CAV ¢ with respect to others, as defined in (7),
while deviating minimally from the solutions of the original
OCPs defined in (11).

12)

IV. FROM PLANNING TO EXECUTION

Unconstrained optimal control solution: Based on prob-
lem (11), we derive the analytical optimal control solution
such that any CAV ¢ € S(¢) U {C} reaches the speci-
fied terminal conditions defined by (9) and described in
constraint (11c). Let x;(t) := (x;(t),v;(¢))T and \;(t) =
(AZ(),AY(t))T be the state and costate variables, respec-
tively. We define the Hamiltonian of (11) as:

1
ff@%,Aulu)::5“?4*Afvi+’A?Ui+’#1@Mmm‘*UO
+ 12(Vi = Viga ) + 13 (Wi — i) + prau; — i, )
+ ps(@i(t) + pui(t) + € — zi-1(t)).  (13)

The Lagrange multipliers g1, po, i3, fta, 45 are positive
when their corresponding constraints are active and become
0 when the constraints are inactive. The terminal position and

*

terminal speed of CAV i are specified at the terminal time ¢
by functions ¥y = ;(t}) —zf =0and ¢y := vi(t})—vlf =
0, respectively. Furthermore, the Euler-Lagrange equations
provide:

. OH . OH
Al = =g =—#s, A =—5— = AT+ 3~ pa—pps,
83:1- 8vi
(14)
and the necessary conditions for optimality are
OH
Em = u;(t) + A/ (t) = p1 + p2 = 0. (15)

In the unconstrained case, the Lagrange multipliers satisfy
p1 = p2 = p3 = pg = p5 = 0. Therefore, we have /'\f =
and A} = —A? from (14), and we can further obtain A} =
a; and \! = —(a;t + b;), where a; and b; are integration
constants. The optimality condition (15) provides u;(t) =
—AY, which leads to the following optimal solution:

u; (t) = a;t + by, (16a)
1

vl (t) = §ait2 + bt + ¢, (16b)
1 1

zi(t) = éaitB + ibitz + ¢t + d;, (16¢)

where ¢; and d; are integration constants. Combining the
optimal solution in (16) with the known initial and terminal
states, we can solve for the constants a;, b;, ¢;, and d; by
substituting ¢ = Zo and ¢ = t} into (16) and equating the
results to the corresponding initial and terminal states:

1
v} (to) = zaitg + bito + ¢,

5 (17a)
* 1 3 1 2
T, (to) = Eaito + §bit0 + ¢;tg + d;, (17b)
1
vl (ty) = 5a,~t§+bitf+ci, (17¢)
* 1 3 1 2

By solving this system of equations, we can determine the
values of a;, b;, ¢;, and d;, allowing us to obtain the analytical
expressions for the unconstrained optimal solution z}(t),
v} (t), and u}(t) given by (16).

Reference Control Input: In order to optimally drive each
CAV i in §(t)U{C} from its initial conditions to its optimal
terminal position z7 ;, we compute a control solution that
tracks the solution obtained from the OCP in (17). This is
accomplished by defining a feedback law using a mapping
function Q : R — R, which maps the current observed
position &;(t) at time ¢ to the nearest reference position in the
OCP (17). This mapping allows us to determine the control
reference u.r and the reference speed v.r using the functions
Q,(x(t)) and Q,,(z(t)), respectively. Thus, we have

Vet = Qo (@i(1), tper = Qu(4(t))

Spatio-temporal Constraints: We seek to reach the terminal

position @} . by the optimal terminal time ¢%, as computed

by (9). In other words, we require that tlil? z;(t) = xf f
o ;

(18)

while maintaining the safety constraint (11b). To achieve this
objective by t;‘c, we use Theorem 2.1 to define the following
goal set with fixed-time convergence:

Vi (2i(t) = (i) — 27,)°

It can be observed that the control input u(t) does not

appear in the Lie derivative of (19) along the system dynam-

ics (4). This is commonly encountered and can be addressed

(see [8]) by redefining Vi ;(zi(t)) and including its first order
derivative as

V; (zi(t) =p1 (wi(t) — )+
2v;(t) cos(0(2)) (wi(t) — x5 f),

(19)

(20)



where p; > 0 is a linear class-XC function gain. The FxT-
CLF-S¢ constraint can be expressed as:

LoVe, (@O)u+ LyVy, (@:(t) + sup {LaVi, (z:(t)w}

i ; 71
< =0, Vi (i(t) — an max {0, Vi (2:(t)) }
; 72
— apmax {0, Vi (z:(1))} ",
where oy, aa, 1, and 7, are fixed parameters as defined
in (2). Specifically, we set a; = ag = 2’}—”4, v =1+
%, and v, = 1 — %, where p > 1. In this case, Ty =
max {Tmin, th — t} with T, being a small value such that
singularities can be avoided. In (21), d,., is an optimization
variable that adjusts based on the problem’s feasibility at
each time step. Furthermore, to satisfy (21) under worst-case
disturbance, we include the supremum of the term EdV; ;=

2L

—+d(t, ), which denotes the Lie derivative of V} , along
the disturbance terms.

Soft Constraints: To ensure the optimality of the solution,
we aim to track the optimal states z} () and v; (¢) obtained in
(17) for each CAV ¢ € S(t)U{C'}. However, the control goals
in this case, will only be satisfied when the hard constraints
are satisfied. To achieve this, we use the reference states
computed with (18) to define a Lyapunov function V, (x;(t))
that tracks the desired optimal reference speed vi(t) as
follows:

Vo,op (@i(t)) = (vit) — vier(t))
In addition, we wish to minimize changes in the relative
heading 6;(t) and to maintain the desired lateral position
ytes(t). This results in the following Lyapunov functions:

Vi(a(t) = (6:(t))?
Viaoo (@:(8) = (0i(8) = Yies)

where the desired lateral position y’,, for all of the maneuver
time t € [to,ty], except for CAV C during the lateral
maneuver portion when ¢t >= t}. In this case, y5,, = [,
where [ denotes the lane width.

Unlike (21), we do not have a terminal time convergence
requirement for constraints (22)-(24). Instead, we allow the
relaxation of the corresponding CLF constraints by including
a slack variable e; for (22)-(24) as follows:

v] S {vrefa 9, ydes}
LoVj(i(t)u+ LyV;(2i(t) + €;V;(wi(t))+
sup {LaV;(wi(t))w} < e,

(22)

(23)
(24)

(25)

Hard Constraints: To account for safety constraints
in cooperative lane-changing maneuvers, we introduce two
types of safety constraints. The first is the safe distance with
respect to the immediately preceding vehicle. Specifically,
we define the CBF for (11b) as follows:

hwp (:I}l) = l‘i_l(t) — l‘l(t) — @vi(t) — €

where z;_; denotes the position of the vehicle immediately
ahead of the ego CAV i.

(26)

The second safety constraint pertains to the safe merging
constraint. In some cases, the region of attraction defined
by (20) in (21) may not be feasible due to changes in
the speed of an uncooperative vehicle U ahead of 7, which
could violate safety constraint (26). To address this issue, we
define an additional constraint that ensures the feasibility of
the maneuvers when fixed-time convergence is not possible.
This constraint only affects CAV C' and CAV 1,,, where i,,
denotes the first vehicle in S(¢) that must decelerate so that
CAV (' can merge ahead (e.g., CAV 2 in Fig. 2). Inspired
by [13], we define the following:

Definition 4.1: The reaction time ¢ of CAV ¢ relative to
an adjacent vehicle i, is a smooth and strictly increasing
function ® : R — R with initial condition ® (z; (to)) =
— iy and final condition ® (z; (tm)) = @, where tg
denotes the initial maneuver time and ¢,, denotes the time
at which the lateral maneuver takes place for C.

We can now define the safe merging function as

P (23) = @4, () — 25— P (24(t)) vi(t) —€ > 0, Vt € [to, 7]
27
where the index 7, represents an adjacent vehicle traveling
on the lane adjacent to ¢ (e.g., ¢ = 2, a = C in Fig. 2).
Lastly, let ® : R — R denote a strictly increasing smooth
mapping function that guarantees that ®(¢}) = ¢ such that
(27) is feasible at time t} as defined in Def. 4.1. Thus, we
define the function & as:
L;,—L;+e\ z;(t L;,—L;+e
® (mz(t)) - ((‘0 + %i(to)—i_ ) L(i) o Ui(t0)+
where L;, and L; denote constants of the form L;, = :c*cf -
Zq(to) and L; = x7, — x;(to), respectively.
Similarly, we define two additional CBFs to account for
constraint (6b) as:

hvmin ((L’Z (t)) =V (t) — Umin
P (Ti(t)) = Vmax — vi(t)

Using (26), (27), (29), and (30) we define the CBF
constraints as:

(28)

(29)
(30)

V] € {(Epa M, Umin, vmax}
Lohs(@yut Lohs(@) + 85hs(2) 2 inf {Lahy (i)} O

where similar to (21) and (25), we compute the lie derivative
of h; along the disturbance terms so as to account for the
worst-case disturbance possibility.

Disturbance Rejection: Based on the problem formula-
tion, the robustification of each constraint involves consid-
ering the worst-case disturbance. This is done by solving
linear programming problems to compute the supremum
and infimum of certain terms involving the disturbance.
Specifically, the terms sup {LqV;(z;(¢))w} in (21) and

weWw
(25), and ingv {Lah;(z;(t))w} in (31), require solving the
we
following linear programming (LP) problems:
inf Lahj(zi(t))w, sup LaV;(w(t))w
w w

s.t. Aw <b

(32)
s.t. Aw <)



where the constraints Aw < b represent the bounds of the
disturbance term w as linear constraints in matrix form.
Instead of solving each LP separately for every constraint,
we can redefine each constraint using the dual formulation
of their corresponding LP. This allows us to incorporate
the worst-case disturbance directly into each constraints. For
example, constraint (21) can be redefined as follows:

LYy, () u+ LeV (@) +b A, < (33a)
~8,, Vi (2:(1)) — o max {0, V2 (2:(t)} "
—Qz max {07 V;f (xi(t))}w ,
AT X, = LoV (2:(1), ey 20 (33b)

with A;, being a dual optimization variable. Similarly, we
redefine the CLF constraints (25) as:

Vi e {Urefv 0, ydes}
LoVi(xi()u+ LyVj(i(t) +e;V;(@i(t) +bTA; < ej, (34a)
ATNg, = LaVi(zi(t), A >0, (34b)
Lastly, for the CBF constraints (31), we obtain the following
V] € {xzn M, Umin, vmax}
Lohj(@)u+ Lihj(x) +8;h;(x) 2 b py
ATy = Lahyj(zi(t),  p; <0,

(35a)
(35b)

with p; defined as a dual decision variable for each of the
CBF constraints.

Optimal State Tracking: Finally, in order to provide a
minimal deviation from the control input computed in (17)
and (16), we use (3) to construct the OCBF controller with
spatio-temporal constraints (FxXT-OCBF) as the following
optimization problem.

i ty (1T T
32 ()Qz(t) + F z(t)) dt
Z?i(t%)\mfzr%}iljZO,ukSO to (22 ( )Qz ( )+ z ( ))
s.t. (33),(34),(35), (6a)
Vj € {vres: 0, Yaes}

Vk € {xpa m, Umin, vmax} (36)

2(t)

form

where the decision variable vector contains
the optimization variables of the z(t) =
{ui(t) — uief, Bi(t), 021502, Oms Ovpmin s Ovmaxs Cvpe s s €05 eyd] ,
where ., ; is the reference acceleration of CAV i, and u;(t)
is the actual acceleration input. The weighting matrices
@ > 0 and F > 0 are appropriately sized.

V. SIMULATION RESULTS

This section presents simulation results demonstrating the
effectiveness of the derived OCBF controllers with spatio-
temporal constraints (FxXT-OCBF). The proposed controller
is compared to two other variations of OCBFs: one without
spatio-temporal constraints (OCBF) and one without state
feedback, resulting in a simple CBF. Section that we are
unaware of any method that provides safety GUARANTEES,
including the temporal ones introduced in this paper, as well
as disturbance rejection. We could compare to any standard
car-following model, as we did in other papers, but we have
already shown that our approach us superior to these (ref.

[51,[6]). Simulations were conducted using MATLAB and the
CasADi optimization modeling framework [18]. BONMIN
was employed to solve the MINLP problem in (9), while
OSQP was used to solve the QP problem in (36).

To evaluate each controller, two distinct scenarios were
considered to demonstrate their ability to minimize disrup-
tion and their robustness against disturbances and changes
in the behavior of uncontrolled vehicles. In both scenarios,
a set S(¢) of four cooperative vehicles is traveling in the
fast lane, following an uncooperative vehicle F' moving at
constant speed. Similarly, a CAV C' is traveling in the slow
lane, following an uncooperative vehicle U also moving at
a constant speed. In the second scenario, an identical case
to scenario 1 was introduced, but this time vehicles U and
F were allowed to adjust their speed profiles throughout the
maneuver. Specifically, a constant deceleration of 2.5m/s?
was applied to both vehicles until they reached the minimum
speed. The initial conditions for each vehicle in each scenario
are provided in Table I.

TABLE I: Initial Conditions

Description F U 1 2 3 4 C
Long. Position z(to) [m2] | 115 | 100 | 85 | 60 | 25 | 0 | 30
Lat. Position y(to) [m] 1.8 | -18 [ 1.8 | 1.8 | 1.8 | 1.8 | -1.8
Speed v(to) [m/s] 28 | 20 | 28 | 24 | 24 | 24 | 24
Heading 0(to) [deg] 0 0 0 0 0 0 0

For both scenarios, we introduced an additive uniformly
distributed noise process, denoted as w, and w,,, with zero
mean and standard deviations of o, = 1m and o, =
0.5m/s, respectively. These noise processes affect the po-
sition and speed states of the vehicles. The speed limits

for each vehicle were defined as v, = 10m/s and
Umax = 35m/s. The control limits for each CAV were
specified as Ui, = —7m/s% and Umax = 3.3m/s%. The

minimum and maximum steering angle limits were defined as
Omin = —15deg and ¢max = 15deg. The wheelbase length
for every vehicle was defined as L,, = 4 m. The minimum
safety distance was set to € = 7m, and the reaction time was
defined as ¢ = 0.8 s. Similarly, the minimum safety distance
to perform a lane-changing maneuver was ¢; = 15m. The
lane width was defined as [ = 3.6 m.

To compute the terminal states in problem (9), the dis-
ruption weighting factor was set as v = 0.5, the average
longitudinal maneuver length as ¢,,, = 8s, and the maxi-
mum maneuver time as 1},,, = 16 s. The desired traffic flow
speed was defined as vges = 28 m/s. For the spatio-temporal
constraint (33), we defined the constants p = 1.5, p; = 3,
and Tmin, = 0.1.

In Fig. 4, we provide a comparison between the dif-
ferent controllers and the analytical unconstrained optimal
control solution for the trajectory of CAV C. Specifically,
we show the difference between the actual trajectory and
the reference trajectory computed from solving (17) given
the initial conditions provided in Table I. Additionally, we
describe the resulting average disruption performance for all
CAVs involved in the maneuvers in Table II, and the energy
consumption in Table III.



We will begin by analyzing the first scenario, where
the uncooperative vehicles do not experience deceleration
during the maneuver. In Fig. 4a, it can be observed that the
signals have different durations due to variations in the total
maneuver execution time. The FXT-OCBF method exhibits
the shortest duration, which demonstrates the effectiveness
of our approach in achieving convergence before ¢%, despite
disturbances. The value of ¢} was computed to be 5.77 s.
All three methods closely track the reference speed input.
However, for the OCBF and CBF methods, there is a high
variation in the speed difference after approximately 5.7 sec-
onds, which coincides with the optimal longitudinal terminal
time. This indicates the activation of the rear-end safety
constraints, leading to high decelerations in both methods.

In Table III, it is shown that the CBF method has a longer
maneuver time compared to the FxT-OCBF and OCBF
methods. This suggests that the OCBF method ensures
maneuver feasibility, while the fixed-time convergence helps
with achieving convergence and synchronization. The CBF
method exhibits lower acceleration peaks at the beginning
of the maneuver since none of the safety constraints are
activated. In contrast, the OCBF and FxXT-OCBF methods ex-
perience higher control input deviations as they require more
effort to closely track their reference inputs at the beginning.
Nevertheless, in scenario 1, all three methods successfully
perform the lane-changing maneuver. We illustrate the states
for the lane-changing maneuver using the FXT-OCBF method
in Fig. 3a, which depicts the positions of CAVs 3, 4, C, and
the uncooperative vehicle U. Two vertical lines represent ¢}
and t’, indicating the times at which the lateral maneuver
took place.

We will now analyze the second scenario, where vehicles
U and F experience constant deceleration. In this case, as
shown in Fig. 4b, only the FXT-OCBF and OCBF methods
were able to successfully perform the lateral maneuver.
However, for the CBF method, we included the trajectory
history until the maneuver became infeasible. It can be
observed that the FXT-OCBF method requires lower accelera-
tion corrections compared to the OCBF method. This demon-
strates the effectiveness of the spatio-temporal constraint in
providing smoother and shorter trajectories when considering
the merging constraint.

Due to the deceleration of vehicle U, the speed difference
of the FXT-OCBF method is significantly lower compared
to the other methods. This is because the maneuver takes
place in shorter times, avoiding the activation of the rear-
end safety constraints between CAV C and vehicle U, as
well as between CAV 1 and vehicle F. These observations
are evident in Fig. 3b, where the rear-end safety constraint of
CAV C with respect to vehicle U is only activated during the
execution of the lateral maneuver. Lastly, it can be noticed
in Fig. 3b that the safety constraint is never violated at
any instance, demonstrating the robustness of the proposed
controller against additive disturbances.

Given Table II and Table III, we can observe that for all
three methods, the average energy consumption is higher
than for the ideal scenario representing the unconstrained
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TABLE II: Average performance metric comparison results
for scenarios 1 and 2

N
Scenario | Method x x Dy(t}) [m2/s?] | & x D¥(t}) [m?)

1= i=

1 FxT-OCBF 285.08 11.79

1 OCBF 472.07 15.63

1 CBF 2730.36 128.14

2 FxT-OCBF 232.03 43.52

2 OCBF 240.13 4433

2 CBF 18299.85 692.16

OCP solution. However, in both scenarios, the FxXT-OCBF
method achieves lower energy consumption and disruption
values compared to the other methods, with orders of mag-
nitude smaller disruption than the CBF case. The OCBF
method shows similar energy consumption values to the FxT-
OCBF method in scenario 1, which can be attributed to
the feedback law provided by the reference states, helping
with the feasibility of the maneuver while staying close
to the optimal control inputs. In scenario 2, the fixed-time
convergence allows for faster maneuver execution times,
resulting in feasible and efficient maneuvers.

VI. CONCLUSIONS AND FUTURE WORK

We developed a decentralized optimal control framework
for multiple CAVs that is robust against disturbances and
uncooperative vehicle behavior by utilizing control barrier
functions and spatio-temporal constraints for this purpose.
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TABLE III: Average Energy Comparison

S (i $utvar)
Scenario | Method | t[s] | t}[s] Tdea l_ Aerual T % DI
1 FxT-OCBF 5.77 4.25 11.93 2343 96.45
1 OCBF 5.77 5.95 11.93 25.32 112.30
1 CBF 5.77 13.75 11.93 27.68 132.06
2 FxT-OCBF 5.77 4.55 11.93 20.94 75.51
2 OCBF 5.77 6.2 11.93 37.23 212.13
2 CBF 5.77 Unfeasible | 11.93 39.61 232.10

The proposed controller employs an unconstrained analytical
solution as a feedback reference controller, which is tracked
using the proposed controller with fixed-time convergence
guarantees. Simulation results demonstrate the effectiveness

of

our controller in executing cooperative lane-changing

maneuvers efficiently, even in the presence of disturbances
and uncooperative vehicles that limit the feasibility of the
maneuver. The simulations show the time convergence guar-
antees while minimizing energy consumption and disruption
when compared to two other methods that neglect these
factors.

Future work will focus on providing comfort guarantees
during maneuver execution. Additionally, we plan on explor-

ing

different levels of cooperation while allowing human-

driven vehicles to implicitly cooperate with CAVs through
rule-compliance methods.
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