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Abstract— Traffic simulation is a crucial tool for transporta-
tion decision-making and policy development. However, achiev-
ing realistic simulations in the face of the high dimensionality and
heterogeneity of traffic environments is a longstanding challenge.
In this paper, we present TransWordNG, a traffic simulator that
uses Data-driven algorithms and Graph Computing techniques
to learn traffic dynamics from real data. The functionality and
structure of TransWorldNG are introduced, which utilize a
foundation model for transportation management and control.
The results demonstrate that TransWorldNG can generate more
realistic traffic patterns compared to traditional simulators.
Additionally, TransWorldNG exhibits better scalability, as it
shows linear growth in computation time as the scenario scale
increases. To the best of our knowledge, this is the first traffic
simulator that can automatically learn traffic patterns from
real-world data and efficiently generate accurate and realistic
traffic environments.

I. INTRODUCTION

Modeling and simulating transportation systems realis-
tically pose a challenge due to the high variability and
diversity of traffic behaviors, as well as the spatial and
temporal fluctuations that are difficult to model. Various traffic
simulation models such as SUMO [1], MATSim [2], AimSun
[3], VISSIM [4], and others have been developed to simulate
traffic systems with diverse scales. Although these models
are useful, they still encounter limitations in realistically
simulating the growing complexity and heterogeneity of urban
transportation systems due to the restricted capability of
the underlying parametric models and manually encoded
rules [5]. To address this gap, advanced traffic simulation
techniques are necessary that can generate more realistic
traffic behaviors from real-world data [6], [7]. This is critical
for aiding traffic planners and policymakers in making well-
informed decisions.
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Traditional approaches often rely on physical dynamic
models and implement data-driven approaches to learn
parameters in the pre-defined models [8]. However, such
approaches may introduce oversimplifications and assump-
tions that curtail their accuracy and applicability [9]. As a
result, traditional models are suitable for specific tasks but
not scalable or extensible, posing challenges in adapting to
varying environments and managing large and complex data
inputs. Furthermore, the intrinsic complexity of transportation
systems, influenced by diverse agents and factors that affect
traffic behavior, makes it a challenging task to realistically
capture the temporal variability and complexity of traffic
conditions. The dynamic and constantly evolving nature of
transportation environments necessitates a flexible approach
to simulating the traffic system that can quickly adapt to
changes in the environment.

To solve these problems in traffic simulation, we have
developed TransWorldNG (where NG denotes the new gen-
eration), which automatically generates simulation scenarios
from multi-scale and high-dimensional data, the framework
of TransWorldNG is shown in Fig. 1. The first generation of
TransWorld was initially developed by CAST Lab that uses
Agent-based modeling (ABM) technology and object-oriented
programming [10], [11], [7]. Building on its framework,
we have re-designed a data-driven traffic simulator that is
empowered by the foundation model utilizing Data-driven
algorithms and Graph Computing techniques to simulate
intricate traffic systems [12].

One of the key features of TransWorldNG is the utilization
of graph structures and dynamic graph generation algorithms
to model the intricate relationships and interactions among
agents in the traffic system. This approach enhances previous
ABM-based traffic simulation techniques by providing a more
comprehensive and adaptable representation of the changing
environment. Additionally, the use of graph structures and
dynamic graph generation algorithms can enhance the scala-
bility and efficiency of TransWorldNG by enabling parallel
processing of the simulation and supporting the handling of
large-scale data.

To overcome the limitations of traditional model-
ing approaches that rely on physical dynamics models,
TransWorldNG adopts a data-driven approach with behavior
models that are directly learned from real-world data. This
approach provides a more direct and dependable representa-
tion of the real scenario. Furthermore, the graph structure of
TransWorldNG allows for adaptive scaling, which amplifies
its flexibility. Users can easily modify the nodes or edges in
the graph structure to input multi-source data, with varying
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Fig. 1. The framework of TransWorldNG. TransWorldNG is built upon data-driven approaches, with the ability to handle multi-scale and multi-source data.
This flexibility enables TransWorldNG to be used for a wide range of traffic-related tasks, making it a powerful tool for accurate and realistic simulations of
urban transportation systems.

degrees of granularity.
This study presents the functionality and structure of

TransWorldNG, the contributions of this paper are as follows:
• A unified graph-based structure has been proposed that

permits a flexible representation of the varying traffic
environments, facilitating TransWorldNG to adapt to the
environment changes in real-time.

• A data-driven traffic simulation framework has been
introduced which can realistically and efficiently learn
traffic dynamics from real-world data.

• The underlying software designing principles, comprising
of system structure, workflows, and interfaces for users,
have been provided.

II. RELATED WORKS

A. Multi-agent Traffic Modeling and Simulation

Agent-based modeling is a widely used technique for
modeling and simulating transportation systems, which in-
volves simulating the interactions of a large number of agents
in a system with different characteristics, behaviors, and
interactions with other agents [13], [14]. The theoretical
framework has developed over several decades, including
game theory, control theory, graph theory, and complex
network theory [13], [15]. Transportation systems can be
considered as multi-agent systems composed of different types
of traffic participants, each with their own goals and behaviors,
and their interactions affect the changes in the entire traffic
system. Recent research on modeling and simulation of
complex traffic systems is mostly based on multi-agent
methods [14], [16].

The modeling of multi-agent systems involves using
mathematical models to describe the behavior of individual
agents or the entire system in order to better understand
traffic evolution and complex traffic phenomena [17]. In the
field of traffic systems, models are typically categorized into

three types based on their modeling scales: macroscopic,
mesoscopic, and microscopic models [9], [14], [2], [18].

B. Data-driven Traffic Modeling and Simulation

The advancement of modeling complex transportation
systems is expected to be driven by the availability of large-
scale and multi-source data [19]. Data-driven techniques
in transportation modeling utilize machine learning, deep
learning, and other algorithms to analyze large-scale and
multi-source data and learn rules directly from the data to
models. This is in contrast to knowledge-driven approaches,
which rely on human-defined rules and models to develop
transportation models [20]. Urban big data can be used to
assess the effects of different characteristics, such as road
network topology and intersection shapes, on traffic flow in
urban areas. Machine learning techniques, such as neural
networks, support vector machines, and regression trees, can
be trained using these data to anticipate traffic flow, speed, and
congestion [21]. This can provide valuable insights into the
behavior of urban transportation systems and inform effective
transportation planning and management strategies. Previous
data-driven approaches in transportation research are mostly
employed for single-task research, such as forecasting vehicle
trajectories, predicting traffic congestion, route optimization,
and so on [22], [23], [24]. These approaches have limitations
in their ability to handle the complex interactions between
multiple types of agents in a heterogeneous environment for
large-scale systems.

III. FRAMEWORK, SYSTEM STRUCTURE, AND
WORKFLOWS OF TRANSWORLDNG

A. The Framework of TransWorldNG

Transportation system modeling traditionally involves defin-
ing the behavior of agents and their interactions beforehand,
which is time-consuming and error-prone when new agents
or scenarios need to be added. A graph-based approach



to transportation system modeling offers a more efficient
and adaptable solution, as it allows for the representation
of data and relationships between agents in a natural and
straightforward way [25], [26]. By using a graph data
structure, new data can be added to the system by introducing
new nodes or edges to the graph, without the need to
hard-code specific behaviors or rules. Fig. 2 illustrates the
topology of the hierarchical graph of the dynamic traffic
system at various scales, from the vehicle level presenting
the dynamics of individual vehicles to the intersection level
showing traffic signal control strategies and traffic conditions
at bottlenecks, to the street, block, and city levels showing
strategies and policies that have impacts on a larger scale.
This multi-scale approach allows TransWorldNG NG to
provide a comprehensive view of the traffic system and enable
transportation planners to make informed decisions based on
the simulation results.

Fig. 2. Hierarchical graph structure of TransWorldNG. A hierarchical
graph structure that consists of sub-graphs, with the lowest level often
representing the finest granularity of simulated interactions. These sub-
graphs are interconnected, allowing information to flow seamlessly through
the different levels of the hierarchy.

1) Representation of transportation system via heteroge-
neous dynamic graphs: TransWorldNG uses a unified graph
data structure to represent traffic systems, this makes it flexible
to changes in the environment, as it would allow for easy
updates and modifications. New data can be added to the
graph by introducing new nodes or edges, without the need
to hard-code specific behaviors or rules. This flexibility and
adaptability make it easier to model and simulate large and
complex transportation systems. Fig. 3 illustrates an example
of a traffic scenario represented as a graph, showing how the
relationships and interactions in a transportation system can
be represented using a graph.

Mathematically, we can define the traffic system as a
dynamic heterogeneous graph, Gn(Vn,En,On,Rn). The graph
consists of vertices (Vn) that represent agents and edges (En)
that define the relationships between those agents. Each agent
(vi) is associated with a node type by a unique mapping:

φ : Vn → On,oi ∈ On (1)

Fig. 3. Graph representation of a traffic scenario involving two cars,
Car A moving straight from left to right and Car B turning left at a
signalized intersection. (a) A picture of the real traffic scenario; (b) An
abstract representation of the traffic scenario; (c) Graph representation of
the traffic scenario.

(φ : Vn → On). Similarly, each edge (ei) is directed and
associated with an edge type:

ψ : En → Rn,ri ∈ Rn,ei = (ui,vi) (2)

The attributes of agents can be represented as node features
on the graph. For instance, a vehicle agent might have
attributes such as position, speed, and acceleration, which
can be saved as node features. Assuming nodes and edges
have feature dimensions Dv

oi
and De

ri
respectively, features can

be represented as:

Fv
n ∈ R |Vn|×Dv

oi ,Fe
n ∈ R |En|×De

ri (3)

2) Dynamic Graph Learning model to simulate traffic
behavior and relationships: TransWorldNG can learn from
the data and generate simulation scenarios without relying
on pre-defined models or assumptions. The use of a data-
driven and model-free approach allows TransWorldNG to
discover new patterns and relationships in the data that may
not have been previously known or considered. This can
lead to insights and solutions that were not possible with
traditional modeling approaches.

To simulate complex traffic behavior and relationships,
the Heterogeneous Graph Transformer (HGT) model can be
used to model heterogeneous graphs in transportation systems
[27]. The HGT model is a powerful graph neural network
that can handle the heterogeneity of graphs by utilizing
specific representations for different types of nodes and
edges. It uses a multi-head attention mechanism to aggregate
information from neighbors of different node types, and a
graph transformer layer to update the node embeddings, for
details refer to [27].

We denote the output of the l-th HGT layer as H(l), H(l)[v]
is the node representation of node v at the l-th HGT layer.
By stacking L layers, the node representation for the whole
graph can be represented as H(L). Since the traffic network is
time-varying, we consider the evolution of the traffic system



as a conditional graph translation process that consists of a
sequence of static graphs:

T : G0 → G1 · · · → Gn (4)

Given the dynamic heterogeneous graph, G(V,E,O,R)
shows the state of the traffic simulation system, with input
node features, denoted as H(l−1)[v]. The output of the l-th
HGT layer for the target node v is denoted as H(l)[v]. To
aggregate information to the target node from all its neighbors,
it can be achieved by updating the vector H̃(l)[v]:

H̃(l)[v] = ∑
∀(u)∈N(v)

(Attention(u,e,v) ·Message(u,e,v)) (5)

The l-th HGT layer’s output H(l)[v] for the target node v
is equal to:

H(l)[v] = A-Linearφ(v)(θ H̃(l)[v])+H(l−1)[v] (6)

The MSE loss is employed to measure the difference
between the predicted values and the true values. In practice,
the MSE loss can be optimized using various optimization
algorithms such as Stochastic Gradient Descent (SGD), Adam,
or RMSProp to minimize the difference between predicted
and true values [28], [29].

B. System Structure

The overall system architecture of TransWorldNG is shown
in Fig. 4. The system supports data inputs from different
sources, including sensors, GPS devices, and other connected
devices. These data inputs are processed and transformed into
a graph data structure, which is then fed into the simulation
core in the simulation layer. Using mathematical models and
algorithms, the simulation core simulates traffic flow, predicts
congestion, and optimizes the transport network based on
different traffic scenarios. The software layers can be divided
into three categories: data layer, simulation layer, and interface
layer.
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Fig. 4. Overall System Architecture of TransWorldNG. This figure illustrates
the key components and their relationships.

Data Layer: The data layer includes both graph and non-
graph data. The non-graph data is stored in a relational
database like MySQL and Mangodb, while the graph data

structure is stored in a graph database. This allows for the ef-
ficient handling of different types of data in a complementary
manner.

Simulation Layer: The simulation layer includes the
simulation core, which consists of the simulation core,
controllers, and analysis modules.

• SimCore: The simulation core consists of the model
libraries, graph engine, optimization module, and ver-
ification and validation processes. The model libraries
provide a range of models for simulating and analyzing
the transportation network data, while the graph engine
provides algorithms for processing and analyzing the
graph data. The optimization module uses algorithms
to find the optimal parameters for the models, and the
verification and validation processes ensure that the data
and results are accurate and reliable.

• Controller: The controller module is responsible for
controlling network dynamics, traffic signals, and agent
behaviors, and uses the simulation core to simulate
different scenarios.

• Analysis: The analysis module provides insights into
the transportation network’s performance by processing
and analyzing simulation results, such as link statistics,
trajectory analysis, traffic counts, congestion analysis,
efficiency measures, and more.

Interface Layer: The interface layer includes the GUI
interface that displays simulation results to the user, shown in
Fig 5. The GUI interface provides visualizations and graphs to
help the user understand and interpret the simulation results.

Fig. 5. GUI of TransWorldNG. The figure shows the graphical user interface
of TransWorldNG, which is used to interact with the traffic simulator. The
GUI is designed to be user-friendly and intuitive. The main window of the
GUI displays a 3D visualization of the simulated traffic environment.

C. Workflow

TransWorldNG is designed to be intuitive and user-friendly.
The simulation core generates traffic patterns based on the
input data and parameters specified by the user. These
traffic patterns can be visualized in real-time or exported for
further analysis. The workflow of TransWorldNG compared
to traditional simulation models can be found in Fig. 6. The
key modules in TransWorldNG are the following:

• Graph Construction: TransWorldNG constructs a hetero-
geneous graph representation of the traffic environment
from real-world traffic data. Nodes represent individual
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to start from scratch and repeat the entire simulation process, which is highlighted in the red dotted box.

agents, while edges represent the relationships and
interactions between agents.

• Graph Embedding: The graph is embedded into a
high-dimensional space using a heterogeneous graph
transformer model.

• Pre-training: The graph transformer model is pre-trained
on a large dataset of real-world traffic scenarios, enabling
it to learn the patterns and relationships.

• Simulation: The pre-trained is then used to generate
simulations of new traffic scenarios. The system can
make dynamic adjustments during the simulation to
model changes in the traffic environment.

• Evaluation: The simulations generated by
TransWorldNG can be evaluated based on various
metrics, such as accuracy and efficiency, which can help
to improve the system for better performance.

IV. CASE STUDY

This section aims to demonstrate the capabilities and
advantages of TransWorldNG compared to existing traffic sim-
ulators. A case study is conducted to compare TransWorldNG
with SUMO [1], a widely used traffic simulator. A 4-way
signalized intersection is simulated using both TransWorldNG
and SUMO. Fig. 7 (a) shows the 4-way signalized intersection,
which is a classic example scenario in SUMO. The road
network has 8 roads and 16 lanes, and there are 768 vehicles
running in this network. These vehicles all start from the
left direction and have three default routes they can take:
going down to the right road, turning left to the north road,
or turning right to the south road. The scenario also has one
traffic light located at the central intersection.

A. Data-Driven Traffic Behavior Learning with
TransWorldNG

We investigated the ability of TransWorldNG to learn
car-following behaviors from data. To evaluate its perfor-

Fig. 7. The case study scenario: (a) Traffic network of the simulated
environment and (b) corresponding graph representation of the traffic system
at one time step. The graph representation captures the structure and
connections of the traffic system.

mance, we compared the car-following behavior generated
by TransWorldNG to the Intelligent Driver Model (IDM)
and the Krauss model. The Krauss model is the default car-
following model of the SUMO traffic simulation software.
Fig. 8 presents the comparison of vehicle acceleration and
speed for the front car, as predicted by the three models.

Fig. 9 presents a histogram of the frequency of speed
deviations observed during a simulation, showing the per-
formance of the two simulation environments in terms
of speed control and accuracy. A narrower distribution
with a smaller spread and a peak closer to zero typically
indicates better speed control and accuracy in the simulation
environment. Both histograms in the figure show similar
distributions, indicating that TransWorldNG performs car-
following behavior as well as the classic models. This suggests
that the automatically generated car-following behavior in
TransWorldNG is effective.

B. Impact of Data Collection Interval on Model Performance

Since TransWorldNG is a data-driven approach, to un-
derstand the trade-off between prediction accuracy and



Fig. 8. Comparison of the car-following model generated by TransWorldNG,
IDM, and the Krauss mode, which is the default car-following model of
SUMO. Subplots (a) and (b) present the vehicle acceleration and speed for
the front car, as predicted by the three models, respectively, showing the
ability of the TransWorldNG model to learn car following behavior from data
and can generate similar patterns compared to those well-known models.

data collection frequency in TransWorldNG, we conducted
experiments with different data collection intervals (5 and 10
steps) and compared the results with SUMO. The findings
reveal interesting insights into the relationship between data
collection interval and prediction accuracy. As expected,
with shorter data collection intervals (e.g., 5 steps), the
TransWorldNG model can capture more frequent updates
in traffic dynamics, resulting in higher prediction accuracy.
However, as the data collection interval increases (e.g., 10
steps), the prediction accuracy decreases, indicating that
the model’s ability to capture real-time changes in traffic
dynamics is reduced. These findings highlight the importance
of data collection frequency in the TransWorldNG model
and emphasize the need for careful consideration of data
collection intervals to achieve optimal prediction accuracy.

C. Assessing the Computational Performance of
TransWorldNG

Evaluating the computational performance of
TransWorldNG is an important aspect of assessing
the system’s efficiency and scalability for large-scale traffic
simulations. Simulation time and the number of agents are
typically inversely proportional, meaning that as the number
of agents increases, the simulation time will also increase.
One way to evaluate the computational performance of

Fig. 9. Histogram of the distribution of speed deviation in the car following
behavior. The speed deviation is defined as the speed difference between
the lead and follower vehicles. A speed deviation of zero indicates that the
front and follower vehicles are traveling at a relatively consistent speed.

Fig. 10. Impact of Data Collection Interval (DCI) on Model Performance of
TransWorldNG. This result shows the comparison of predicted vehicle speed
between SUMO (as a reference) and TransWorldNG with data collection
intervals of 5 and 10 steps, respectively. The result provides insights into
the trade-off between prediction accuracy and data collection frequency in
the TransWorldNG model.

TransWorldNG is to measure the percentage increase in
runtime as the percentage increase in the number of agents.

Fig. 11 compares the percentage increase in simulation
calculation time between TransWorldNG and SUMO as
the system scale increases. The results demonstrate that
as the system scale increases, the percentage increase in
simulation calculation time grows substantially more slowly
for TransWorldNG than for SUMO. This indicates that the
proposed framework can dramatically improve the computing
efficiency of large-scale traffic simulation. These results
highlight the benefits of using TransWorldNG as a framework
for large-scale traffic simulation.

One of the key reasons for TransWorldNG’s good perfor-
mance is its use of a graph structure and pre-trained models.
The use of a graph structure enables parallel processing
of traffic data, which can significantly reduce simulation
calculation time. Additionally, the pre-trained models used in
TransWorldNG can help reduce the amount of computation



Fig. 11. Illustration of the computational efficiency of TransWorldNG
compared to SUMO.

required during simulation, as the models have already learned
many of the underlying patterns and relationships in the traffic
data. Another factor that contributes to TransWorldNG’s
superior performance is its model-free approach. Unlike
SUMO, which relies on pre-defined models of traffic behavior,
TransWorldNG is able to adapt to different traffic scenarios
and levels of abstraction without the need for extensive model
development and calibration. This allows for more efficient
and flexible simulation of complex traffic scenarios.

V. CONCLUSION

This study introduced the simulation framework and system
structure of TransWorldNG, which utilize a traffic foundation
model with data-driven automatic modeling capabilities to
resolve the issues of limited structural complexity and high
computation complexity of traditional simulators. The graph
structure and data-driven method permit dynamic adjustments
during simulation to reflect real-time changes in the urban
system environment, allowing for the insertion of new data
and expert knowledge for real-time mapping of the simulation
system to the actual city. TransWorldNG can facilitate event-
driven causal analysis of urban phenomena and can combine
multi-field data to provide a simulation test platform for inte-
grated decision-making. Future directions for TransWorldNG
could include the integration of emerging technologies such
as Mobility as a Service (MaaS) and AI-driven simulation
technologies [19], as well as the development of more robust
functionality using the framework presented in this study.

While TransWorldNG offers many advantages for traffic
simulation, there are also some potential challenges that
should be explored in future research. One potential challenge
is the need for high-quality data that accurately represent
real-world traffic patterns and behaviors. TransWorldNG
relies on large amounts of data to generate its simulations,
so the accuracy and quality of this data can significantly
impact the reliability and usefulness of the simulations.
Additionally, the collection, processing, and storage of such
large amounts of data can also be a challenge [30]. In
addition, while TransWorldNG is designed to be highly
scalable and flexible, it may still face challenges in terms of

computational resources and processing power. Running large-
scale simulations can require significant computing resources,
potential solutions include using cloud computing, distributed
computing, and parallel processing, which need to be studied
in future research. Furthermore, traffic simulation often in-
volves predicting traffic flow over extended time periods. The
potential use of large language models (LLMs), such as GPT,
to generate a wider range of realistic scenarios may improve
the accuracy and effectiveness of traffic simulations [31].

DATA AVAILABILITY

The SUMO simulation platform and data is publicly
available at https://www.eclipse.org/sumo. The
simulation data of the 4-way intersection scenario is available
from SUMO at https://github.com/eclipse/sum
o/blob/main/docs/web/docs/Tutorials.

CODE AVAILABILITY

The code of TransWorldNG was implemented in Python
using the deep learning framework of PyTorch. Code, trained
models, and scripts reproducing the experiments of this paper
are available at https://github.com/PJSAC/Trans
WorldNG.
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