
UC San Diego
UC San Diego Previously Published Works

Title
On the probability of undetected error for overextended Reed-Solomon codes

Permalink
https://escholarship.org/uc/item/6051p7qf

Journal
IEEE Transactions on Information Theory, 52(8)

ISSN
0018-9448

Authors
Han, Junsheng S
Siegel, Paul H
Lee, Patrick

Publication Date
2006-08-01
 
Peer reviewed

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/6051p7qf
https://escholarship.org
http://www.cdlib.org/


3662 IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 52, NO. 8, AUGUST 2006

Correspondence

On the Probability of Undetected Error for Overextended
Reed–Solomon Codes

Junsheng Han, Paul H. Siegel, Fellow, IEEE, and
Patrick Lee, Senior Member, IEEE

Abstract—Upper and lower bounds on the weight distribution of overex-
tended Reed–Solomon (OERS) codes are derived, from which tight upper
and lower bounds on the probability of undetected error for OERS codes
are obtained for -ary symmetric channels.

Index Terms— -ary symmetric channel, overextended Reed–Solomon
(OERS) codes, probability of undetected error, weight distribution.

I. INTRODUCTION

In some applications, error correcting codes have been used as pure
error detection codes. In particular, Reed–Solomon (RS) codes have
been used for error detection in some disk drives since the 1990’s be-
cause they have excellent error detection capabilities and do not ex-
hibit the undesirable behavior characteristic of certain shortened bi-
nary cyclic redundancy check (CRC) codes [1]. A further example is
the USB interface standard [2], which specifies the use of a Hamming
code for error detection.

Typically, the error detecting capabilities of these codes are guar-
anteed only when the codeword length is limited to some maximum
number of symbols. For RS codes defined over a finite field with q ele-
ments, q , the maximum length is q� 1 symbols (or q symbols for an
extended code). However, for various reasons such as format efficiency,
we sometimes use an overextended code, where the codeword length is
allowed to exceed this maximum length. For example, a 16-bit, binary
CRC is most often used to protect codewords consisting of n = 215�1
or fewer bits. However, the ultra DMA mode in the ATA standard [3]
specifies the use of a 16-bit CRC for protecting data packets of length
much greater than n bits.

When a block code is used solely for error detection, the decoder
announces the received word to be free of error if it is found in the
codebook. However, errors may have occurred in such a way that the re-
ceived word is a codeword different from the one transmitted, in which
case the errors will not be detected. The probability of such an event is
known as the probability of undetected error, and is denoted by Pud.

Consider an (n; k) linear block code over q , transmitted over a
q-ary symmetric channel, where each transmitted symbol is received
correctly with probability 1� p, and as any of the other q� 1 symbols
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with equal probability p=(q� 1). Clearly, for this channel, Pud can be
calculated as a function of p as follows:

Pud(p) =

n

i=1

Ai

p

q � 1

i

(1� p)n�i (1)

where Ai is the number of codewords with Hamming weight i. Equa-
tion (1) relates the probability of undetected error directly to the weight
distribution of the code. Alternatively, Pud(p) can also be obtained
from the weight distribution of the dual code, as follows:

Pud(p) = q�(n�k)
n

i=0

A?i 1�
qp

q � 1

i

� (1� p)n (2)

where A?i is the number of codewords with Hamming weight i in
the dual code. This can be conveniently shown from (1) using the
MacWilliams identity [4], [5].

When p = (q � 1)=q, the received symbols appear to be uniformly
distributed no matter which codeword was transmitted. Therefore, un-
detected error occurs when the received word is any codeword except
the one sent and each such codeword appears with probability q�n.
Since there are qk � 1 such incorrect codewords, we have

Pud
q � 1

q
= (qk � 1)q�n < q�(n�k):

The same result can be obtained directly from (1). Note that this “purely
random” case does not necessarily correspond to the worst-case error
detection performance [6]–[9], for 0 � p � q�1

q
. Intuitively, if the

weight distribution of the code is concentrated near certain weights, it
is more likely that a codeword is confused with another when typically
certain numbers of errors occur, rather than when typically an exceed-
ingly large number of errors occur. For the same reasons, Pud(p) is
not guaranteed to be a monotonic function of p for 0 � p � q�1

q
,

though in [8] the authors were able to show that except for certain trivial
classes of codes, Pud(p) is well-behaved in the vicinity of q�1

q
(i.e.,

P 0

ud(
q�1
q
) > 0).

Following [7], [10], [11], we call a code good if Pud(p) < q�(n�k)

for all 0 � p � q�1
q

, and proper if Pud(p) is monotonic in p for 0 �
p � q�1

q
. (Some authors have used q�(n�k)

� q�n as the goodness
threshold. See [12].) Proper codes are necessarily good, but not vice
versa. Properness and goodness properties of certain classes of codes
are addressed in [6], [7], [9]–[11]. In particular, MDS codes (e.g., RS
codes) are known to be good and proper [11]. Note also that for the
ensemble of all (n; k) linear block codes over q , it is known [12] that
the average probability of undetected error is

P avg
ud (p) =

qk � 1

qn � 1
(1� (1� p)n):

For systematic codes, a similar result is known [13], [8]

P sys
ud (p) = q�(n�k)(1� (1� p)k):

Note that in either case, the average performance of a randomly chosen
code satisfies the conditions for both goodness and properness.

In this correspondence, we consider overextended RS (OERS)
codes. From a practical point of view, these codes are constructed by

0018-9448/$20.00 © 2006 IEEE
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using a (shift register type) RS encoder but allowing a longer input. Let
C be a RS code over q with length n = q� 1 and minimum distance
d. Then C can be described as the set of polynomials c(x) such that

c(x) = �r(x) + xd�1u(x) (3)

where u(x) is the data polynomial of degree at most n�d, and r(x) is
the remainder of xd�1u(x) divided by g(x), the generator polynomial
of C. An OERS code C0 can then be defined simply by allowing u(x)
in (3) to have degree higher than n�d, such that the length of the code
is extended to n0 > n. This results in a linear (n0; n0 � d + 1) code
over q .

The rest of the correspondence is arranged as follows. In Section II,
we derive upper and lower bounds on the weight distribution of OERS
codes. In Section III, we apply the results of Section II to obtain bounds
on the probability of undetected error for OERS codes on q-ary sym-
metric channels. We show that the bounds are asymptotically tight,
which is corroborated by an example. Section IV concludes the corre-
spondence. Proofs, where not given, are either evident or can be found
in Appendix.

II. WEIGHT DISTRIBUTION

First, a few remarks on notation. Throughout the rest of the corre-
spondence, unless otherwise stated, C is a RS code over q with length
n = q � 1, minimum distance d, and generator polynomial g(x); C0

is the OERS code constructed from C with length n0 > n. In most
of our discussions, C and C0 will be interpreted as subsets of q[x],
the ring of polynomials with coefficients in q . If c(x) 2 q[x], then
deg(c(x)), or deg(c), is the degree of c(x), and wt(c(x)), or wt(c),
is the number of nonzero terms in c(x), i.e., the Hamming weight of
the corresponding vector of coefficients. For any Euclidean domain D
and a; b 2 D, Ra[b] is the remainder of b divided by a. Vectors are
indicated in bold. If xxx is a vector, then jxxxj is the dimension of xxx.

From the definition of OERS codes given in the previous section, it
is easy to show that C0 is also the set of polynomials in q[x] that have
degrees less than n0 and are divisible by g(x). This is the definition that
we will use most often.

Since g(x) j xn � 1, we know that xn � 1 2 C0 for all n0 > n.
Therefore, all OERS codes contain codewords of weight 2, and thus
have minimum distance min(d; 2).

LetA0

i denote the set of weight-i codewords of C0. We are interested
in finding A0

i = jA0

ij for all i. For very low weights, the problem
of determining the corresponding term in the weight enumerator is
tractable—we can fully characterize all codewords of a given low
weight and thereby count them. The results for weight-2 and weight-3
codewords are summarized in the following propositions.

Proposition 1: The number of weight-2 codewords in an OERS
code is

A0

2 =

a
2

(q � 1)2 + ab(q � 1); if d > 2
n
2

(q � 1); if d = 2

n
2 (q � 1)2; if d = 1

where a and b are integers such that n0 = an + b, 0 � b < n.

Proof: See Appendix A.

Corollary 2: If d > 2 and n j n0, then A0

2 = n =n
2

(q � 1)2.

For example, if the OERS code has twice the length of the original
RS code, then A0

2 = (q � 1)2 if d > 2.

Proposition 3: The number of weight-3 codewords in an OERS code
is shown in the equation at the bottom of the page, where a and b are
integers such that n0 = an + b, 0 � b < n.

Proof: See Appendix B.

The study of these special cases motivates a general approach to
understanding the entire weight distribution of OERS codes. The fol-
lowing two lemmas, though elementary, are the basis of much of the
discussion that follows.

Lemma 4: If c(x) 2 q[x] and deg(c(x)) < n0, then c(x) 2 C0 if
and only if Rx �1[c(x)] 2 C.

Proof: Note Rg(x)[c(x)] = Rg(x)[Rx �1[c(x)]].

Lemma 5: For all c(x) 2 q[x]

wt(c(x)) � wt(Rx �1[c(x)]):

Proof: If c(x) = m
i=0 cix

i, then

Rx �1[c(x)] =

m

i=0

cix
R [i] =

n�1

j=0

rjx
j

where rj = i:R [i]=j ci. For each j such that rj 6= 0, there exists i,
i � j mod n, such that ci 6= 0.

From Lemma 4, since 0 2 C, if we define B0i := fc(x) 2 q[x] :
wt(c(x)) = i; deg(c(x)) < n0; xn � 1 j c(x)g, then B0i � A0

i. We
first show howB0

i := jB0ij can be calculated. For n0 � 2n, the situation
is particularly simple.

Proposition 6: If n0 � 2n, then for all i,

B0

i =
n �n
i=2 (q � 1)i=2; if i is even

0; if i is odd.
(4)

Proof: Note that B0i = fc(x) 2 q[x] : wt(c(x)) = i; c(x) =
(xn � 1)a(x); a(x) 2 q[x]; deg(a(x)) < n0 � ng. If n0 � 2n, then
deg(a(x)) < n, which implies that a(x) and xna(x) have no powers
of x in common. Therefore, i = wt(c(x)) = 2wt(a(x)). This is only
possible if i is even. And the number of such c(x)’s is precisely the
number of a(x)’s such that deg(a(x)) < n0�n and wt(a(x)) = i=2.

In general, for every c(x) = deg(c)
j=0 cjx

j 2 q[x], denote its sup-
port set as

W(c) := fj : 0 � j � deg(c); cj 6= 0g:

Given a positive integer n, we can write

W(c) =

n�1

l=0

W(c)\ (l+ n ) (5)

A0

3 =

a
3

(q � 1) + a
2

b (q � 1)(q� 2); if d > 3
n
3 � (n0 � 2) a

2 (q � 1) + ab + q a
3 (q � 1) + a

2 b (q � 1); if d = 3

n
3

(q � 1)(q� 2); if d = 2

n
3

(q � 1)3; if d = 1
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=
l2L (c)

Wn;l(c) (6)

where Wn;l(c) := W(c) \ (l + n ) are those indices in the support
set of c(x) that are congruent to l modulo n, and Ln(c) := fl : 0 �
l < n;Wn;l(c) 6= ;g. Clearly, (Wn;l)l2L (c) is a partition of the set
W(c). Hence,

wt(c) = jW(c)j =
l2L (c)

jWn;l(c)j:

Let Ln(c) be ordered such that Ln(c) = fl1; l2; . . . ; ljL (c)jg, where
l1 < l2 < � � � < ljL (c)j. Define the n-ary support profile of c(x) as

wwwn(c) := (jWn;l (c)j; jWn;l (c)j; . . . ; jWn;l (c)j):

Then wwwn(c) is an ordered partition of wt(c). We count B0i by counting
subsets ofB0i corresponding to specificn-ary support profiles. LetPi be
the set of all ordered partitions of i, i.e.,Pi := ��� 2 � :

j
�j = i ,

where � = 1
j=1

j is the set of vectors of natural numbers. For all
��� 2 Pi, define

B0i;��� := fc(x) : c(x) 2 B0i; wwwn(c) = ���g:

Then fB0i;���g���2P is a set partition of B0i. Hence, for all i,

B0
i =

���2P

jB0i;���j: (7)

We are now ready to give the formula for B0
i.

Lemma 7: Let �q(t), t � 1, be the number of solutions to
t

j=1 xj = 0, such that xj 2 q , xj 6= 0, 8 j. Then

�q(t) =
q � 1

q
(q � 1)t�1 � (�1)t�1 : (8)

Proof: See Appendix C.

Proposition 8: For all i,

B0
i =

���2P

j���j

j=0

b

j

n� b

j���j � j

j���j

l=1

a+ 1fl�jg

�l
�q(�l) (9)

where

1fl�jg =
1; if l � j

0; otherwise,

�q(t) is as given in (8), and a and b are integers such that n0 = an+ b,
0 � b < n.

Proof: Note that for all c(x) = n �1
j=0 cjx

j 2 q[x],

Rx �1[c(x)] =
l2L (c) j2W (c)

cj xl:

Therefore, codewords in B0i;��� can be enumerated with the following
process.

1) Choose Ln(c) � f0; 1; . . . ; n� 1g such that jLn(c)j = j���j.
2) For each l 2 Ln(c), choose Wn;l(c) � f0; 1; . . . ; n0� 1g\ (l+

n ) such that jWn;l(c)j = �l.

3) For each Wn;l(c), choose cj 2 q n f0g for all j 2 Wn;l(c),
such that

j2W (c) cj = 0.
In step 2, �l numbers are chosen from f0; . . . ; ag if l � b, and from

f0; . . . ; a � 1g otherwise. In step 1, there are b

j

n�b

j���j�j
choices

such that Ln(c) contains exactly j numbers that are no greater than b.

For each such choice, there are j

l=1
a+1
�

j���j
l=j+1

a

�
choices in

step 2, for each of which there are �q(�l) choices in step 3. Summing
over all possible values of j, and noting (7), we immediately obtain (9).

Corollary 9: If n j n0, then for all i,

B0
i =

���2P

n

j���j

j���j

l=1

n0=n

�l
�q(�l): (10)

Remark : Note that in (7), and consequently (9) and (10), we have
summed over all partitions of i. However, not all partitions of i are valid
n-ary support profiles for codewords in B0i. For example, if ��� = wwwn(c)
for some c(x) 2 B0i, then by definition of the n-ary support profile,
it must be true that j���j � n, and �l � dn0=ne for all l. Further, since
xn�1 j c(x), we have �l 6= 1 for all l. Therefore, it suffices to consider

Pi(n
0; n) := f��� 2 Pi : j���j � n; 2 � �l � dn0=ne; 8 lg: (11)

In all our formulas for calculation of B0
i, Pi can be replaced by

Pi(n
0; n).

We now show that A0i = B0
i for all i < d.

Proposition 10: For all i < d, A0i = B0
i.

Proof: We show that A0i = B0i. By Lemma 4, B0i � A0i. To show
A0i � B0i, note that if c(x) 2 A0i, then Rx �1[c(x)] 2 C. On the other
hand, wt(Rx �1[c(x)]) � wt(c(x)) = i < d, which implies that
Rx �1[c(x)] = 0.

For i � d, the next two propositions provide upper and lower bounds
on A0i, respectively.

Proposition 11: For all i � d, A0i satisfies the following upper
bound:

A0i �

n

i
(q � 1)i�d+1 +B0

i; if d � i � dn0=ne(d � 2)

n

i
(q � 1)i�d+1; if i > dn0=ne(d � 2).

(12)
Proof: Let c(x) be a polynomial of weight i, denoted by c(x) =

i

j=1 ck xk , ck 6= 0, 8 j. Recall that the generator polynomial of
C has the form g(x) = d�2

l=0 (x � !s+l), where ! is a primitive nth
root of unity in q , and s is an integer. Hence, c(x) 2 A0i if and only
if c(!s+l) = 0, for all 0 � l � d� 2. This condition can be written as

( ~ck ~ck . . . ~ck )

1 !k . . . !(d�2)k

1 !k . . . !(d�2)k

...
... . . .

...
1 !k . . . !(d�2)k

= 0 (13)

where

~ck = ck !sk ; for all j:

Note that counting ( ck ck . . . ck ) is equivalent to counting
( ~ck ~ck . . . ~ck ).
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Recall that i =
l2L (c) jWn;l(c)j � jLn(c)jdn

0=ne. If i >

dn0=ne(d � 2), then jLn(c)j � d � 1, which implies that f!k gij=1
contains at least d � 1 distinct values. Without loss of generality, as-
sume !k ; . . . ; !k are distinct. Rewrite (13) as

( ~ck . . . ~ck )

1 !k . . . !(d�2)k

...
... . . .

...
1 !k . . . !(d�2)k

= �( ~ck . . . ~ck )

1 !k . . . !(d�2)k

...
... . . .

...
1 !k . . . !(d�2)k

: (14)

The matrix on the left is a Vandermonde matrix and hence is invertible.
For all choices of (~ck )ij=d that are nonzero, (~ck )d�1j=1 is uniquely
determined. By enumerating all nonzero (~ck )ij=d, we can enumerate
all valid choices of (~ck )ij=1 that satisfy (13), possibly more (since
(~ck )d�1j=1 so determined may contain zeros). Therefore, for each given
choice of fkjgij=1, there are at most (q � 1)i�d+1 codewords of
weight i. The total number of weight-i codewords is hence at most
n

i
(q � 1)i�d+1.

On the other hand, if d � i � dn0=ne(d� 2), we break A0i into two
parts

A0i = B0
i + jA0

i n B
0
ij:

By Lemma 4, any codeword c(x) in A0
i n B0i must satisfy

0 6= Rx �1[c(x)] 2 C. Therefore, wt(Rx �1[c(x)]) � d,
which implies that f!k gij=1 contains at least d distinct values. The
reasoning for the first case now applies and we see that jA0

i n B
0
ij is

upper bounded by n

i
(q � 1)i�d+1.

Proposition 12: For all i � d, A0i satisfies the following lower
bound:

A0i �
K 0

i(q � d)(q� 1)i�d +B0
i; if d � i � dn0=ne(d � 1)

n

i
(q � d)(q� 1)i�d; if i > dn0=ne(d � 1)

(15)
where

K 0
i =

i

j=0

b

j

n� b

i� j
(a+ 1)jai�j (16)

and a and b are such that n0 = an + b, 0 � b < n.
Proof: Let c(x) be a polynomial of weight i, denoted by c(x) =

i

j=1 ck xk , ck 6= 0, 8 j. If i > dn0=ne(d � 1), then jLn(c)j �

d, which implies that f!k gij=1 contains at least d distinct values.
Without loss of generality, assume that !k ; . . . ; !k are distinct. Fol-
lowing the notation used in the proof of Proposition 11, we rewrite
(14) as

( ~ck . . . ~ck )

1 !k . . . !(d�2)k

...
... . . .

...
1 !k . . . !(d�2)k

= �( ~ck . . . ~ck )

1 !k . . . !(d�2)k

...
... . . .

...
1 !k . . . !(d�2)k

� ~ck ( 1 !k . . . !(d�2)k ): (17)

Call the matrix on the left V and the one on the right W . Note that V
is invertible, so we can write

( ~ck . . . ~ck ) = �( ~ck . . . ~ck )WV �1

� ~ck ( 1 !k . . . !(d�2)k )V �1

= rrr + ~ck vvv;

where

rrr = �( ~ck . . . ~ck )WV �1

and

vvv = �( 1 !k . . . !(d�2)k )V �1:

We now show that for all choices of (~ck )ij=d+1 that are nonzero, no
matter what rrr comes out to be, we always have at least q � d choices
of ~ck 6= 0 to make c(x) a weight-i codeword, i.e., at least q � d
choices of ~ck such that the values f~ck gd�1j=1 determined from (17) are
all nonzero.

First, we claim that vvv does not contain zero elements. Suppose oth-
erwise, that for some 1 � j � d� 1, vj = 0. By definition

vvvV = �( 1 !k . . . !(d�2)k ): (18)

Since vj = 0, we can ignore the jth row in V and rearrange (18) as

( v1 . . . vj�1 vj+1 . . . vd�1 1 )

�

1 !k . . . !(d�2)k

...
... . . .

...
1 !k . . . !(d�2)k

1 !k . . . !(d�2)k

...
... . . .

...
1 !k . . . !(d�2)k

= 0:

Note that since f!k gdj=1 are all distinct, the matrix on the left is in-
vertible, which implies that ( v1 . . . vj�1 vj+1 . . . vd�1 1 ) = 0,
a contradiction.

Now, since vj 6= 0 for all 1 � j � d � 1, for any given j, there is
at most one nonzero value that ~ck can take such that rj + ~ck vj = 0.
Therefore, there are at least (q � 1) � (d � 1) = q � d nonzero
values that ~ck can take such that ~ck = rj + ~ck vj 6= 0 for all
j. Thus, for any given fkjgij=1, there are at least (q � 1)i�d(q � d)
codewords of weight i. So the total number of weight-i codewords is
at least n

i
(q � 1)i�d(q � d).

If d � i � dn0=ne(d � 1), we break A0i into two parts

A0i = B0
i + jA0

i n B
0
ij:

Consider the subset of codewords in A0
i whose n-ary support profile

is the all-ones vector, i.e., wwwn(c) = (1; . . . ; 1). All these codewords
must be contained in A0

i n B
0
i, as codewords in B0i have n-ary support

profiles whose elements are no less than 2. There are

K 0
i =

i

j=0

b

j

n� b

i� j
(a+ 1)jai�j

choices of fkjgij=1 (i.e., W(c)) corresponding to the all-ones support
profile and they all satisfy jLn(c)j = i � d. Therefore, the reasoning
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of the first case applies and we see that the number of codewords in
A0
i n B

0
i is at least K 0

i(q � d)(q � 1)i�d.

III. PROBABILITY OF UNDETECTED ERROR

First, note that any term in (1) is a lower bound on Pud(p). In par-
ticular, for a code with length n and minimum distance d, we have

Pud(p) � Ad

p

q � 1

d

(1� p)n�d:

This bound is interesting because for any given code, it is the dominant
term in the sum as p! 0. From Proposition 1, we immediately obtain
the following result.

Proposition 13: If d > 2, then

Pud(p) � P
(2)
ud (p)

where

P
(2)
ud (p) =

a

2
+

ab

q � 1
p2(1� p)n �2 (19)

and a and b are integers such that n0=a(q�1)+b, 0 � b < q � 1.

Note that

max
0�p�1

P
(2)
ud (p) =

a

2
+

ab

q � 1

2

n0

2

1�
2

n0

n �2

which we denote byP (2)
max. In many cases, we haveP (2)

max > q�(d�1),
which implies that the corresponding OERS codes are not good. For
example, if n0=n is fixed, then as q ! 1, P (2)

max � Cq�2,1 where C
is a constant that depends only on n0=n. Therefore, for all d > 3 and
q > 1=C, the corresponding OERS codes are not good. The intuition
here is that the number of weight-2 codewords in an OERS code does
not depend on the number of parity-check symbols (d�1 in this case).
While P avg

ud is expected to decrease exponentially with d, P (2)
max is not

affected. For practical values of q, P (2)
max can be orders of magnitude

larger than q�(d�1), even when d is just moderately larger than 3.
Next, better bounds can be obtained by simply plugging the results

of Proposition 10, Proposition 12, and Proposition 11 into (1).

Proposition 14: For OERS codes

P ud(p) � Pud(p) � P ud(p)

where

P ud(p) =

d e(d�1)

i=1

B0
i

p

q � 1

i

(1� p)n �i

+
q � d

(q � 1)d
1�

d e(d�1)

i=0

n0

i
pi(1� p)n �i

+
q � d

(q � 1)d

d e(d�1)

i=d

K 0
ip

i(1� p)n �i (20)

and

P ud(p) =

d e(d�2)

i=1

B0
i

p

q � 1

i

(1� p)n �i

+
1

(q � 1)d�1
1�

d�1

i=0

n0

i
pi(1� p)n �i ; (21)

where B0
i is given by (9), and K 0

i by (16).

1We adopt the standard asymptotic notations that can be found in, for ex-
ample, [14]

The worst case probability of undetected error, Pmax
ud :=

max0�p�1 Pud(p), is then bounded between the maximum values of
the upper and lower bounds.

Corollary 15: For OERS codes

Pmax
ud � Pmax

ud � P
max
ud

where

Pmax
ud := max

0�p�1
P ud(p) and P

max
ud := max

0�p�1
P ud(p):

We now discuss the tightness of the bounds that we have derived.
First, we show that the bounds given by Proposition 14 are asymptoti-
cally tight for all p as q ! 1.

Lemma 16: Let n0=n be fixed. For any fixed i, as q ! 1,

K 0
i �

n0

i
(22)

where K 0
i is as defined in (16).

Proof: See Appendix D.

Proposition 17: Let n0=n and d be fixed. Then for all 0 < p � 1,
as q ! 1,

P ud(p) � Pud(p) � P ud(p): (23)

Proof: It suffices to show that P ud(p)� P ud(p) = o(P ud(p)).
First, note that P ud(p) can be rewritten as

P ud(p) =

(d�2)

i=1

B0
i

p

q � 1

i

(1� p)n �i + P1(p) + P2(p)

where

P1(p) =
1

(q � 1)d�1
1�

(d�1)

i=0

n0

i
pi(1� p)n �i

and

P2(p) =
1

(q � 1)d�1

(d�1)

i=d

n0

i
pi(1� p)n �i:

Next, from the expressions above and (20), it is easy to show that

P ud(p)� P ud(p) ��1(p) + �2(p)

where

�1(p) =
d� 1

(q � 1)d
1�

(d�1)

i=0

n0

i
pi(1�p)n �i

and

�2(p) =
1

(q � 1)d�1

(d�1)

i=d

n0

i
�
q � d

q � 1
K 0

i pi(1� p)n�i:

Finally, note that �1(p) = o(P1(p)). And by Lemma 16, �2(p) =
o(P2(p)). Therefore, P ud(p)� P ud(p) = o(P ud(p)).

Since the result of Proposition 17 holds for all p 2 (0; 1], it follows
that Pmax

ud and P
max
ud are also tight bounds for Pmax

ud .
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Corollary 18: Let n0=n and d be fixed. Then for all 0 < p � 1, as
q ! 1,

Pmax
ud � Pmax

ud � P
max
ud :

We now show that in many cases, Pmax
ud consists predominantly of

the contribution from weight-2 codewords.

Lemma 19: Let n0=n be fixed. For any fixed i, as q ! 1,

B0

i = O(qi): (24)

Proof:: See Appendix E.

Proposition 20: Let n0=n and d, d > 3, be fixed. As q !1,

P (2)
max � Pmax

ud :

Proof: Since P (2)
max � Pmax

ud � P
max
ud , it suffices to show that

P
(2)
max � P

max
ud . Note that

P
max
ud � P (2)

max

= max
p

P ud(p)�max
p

P
(2)
ud (p)

� max
p

P ud(p)� P
(2)
ud (p)

= max
p

(d�2)

i=3

B0

i

p

q � 1

i

(1� p)n �i

+
1

(q � 1)d�1
1�

d�1

i=0

n0

i
pi(1� p)n �i

�

(d�2)

i=3

max
p

B0

i

p

q � 1

i

(1� p)n �i +
1

(q � 1)d�1

=

(d�2)

i=3

B0

i

(q � 1)i
i

q � 1

i

1�
i

q � 1

n �i

+
1

(q � 1)d�1

=

(d�2)

i=3

O(q�i) +O(q�(d�1))

= O(q�3):

Recall that in the discussion following Proposition 13, we
have shown that for this case P

(2)
max = �(q�2). Therefore,

P
max
ud � P

(2)
max = o P

(2)
max , implying P (2)

max � Pmax
ud .

We should note that since RS codes are usually used with relatively
short block lengths, the asymptotic analysis might not seem very useful.
However, it is clear from the proofs that as long as n0�dn

n
e(d�1);

i.e., n� d�1, the actual behavior of the code should be well approxi-
mated by the asymptotic analysis. In applications such as data storage,
where high rate codes are commonly used, this condition is usually sat-
isfied.

The asymptotic results can also be used to simplify the bounds. For
example, from Lemma 16 and Lemma 19, we see that in the lower
bound of (15), B0

i is negligibly small and can be safely ignored. This
would reduce the number of B0

i’s that need be calculated in the lower
bound of (20).

Fig. 1. Upper and lower bounds on P (p) for (2 �2; 2 �5) OERS
codes over .

Fig. 2. Convergence of P bounds for (2 � 2; 2 � 5) OERS codes
over .

We end our discussion with an example. Let C0 be an OERS code ob-
tained by doubling the code length of C, a RS code over 2 with min-
imum distance d = 4. Fig. 1 plots P ud(p) and P ud(p) together with
the true Pud(p) for various values of m. Fig. 2 shows more explicitly
how the upper and lower bounds converge to the true probability as m
increases. The true Pud(p) values are obtained through (2), where the
weight distribution of the dual code of C0 is found through enumeration
of codewords. It should be noted that this brute-force procedure is only
possible when d is small (so that the dual code is of low dimension).
Even for d = 4, as in our case, for m > 6, the enumeration becomes a
rather long process.

From the figures, we see that our upper and lower bounds are very
tight, except for very small values of m. As the field size increases,
the bounds converge to the true probability of undetected error very
quickly. This is especially true for the bounds on Pmax

ud . Even P
(2)
max

converges rather fast. The numerical values of bounds on Pmax
ud are

shown in Table I. Also, from Fig. 1, we note that when p is small, both
bounds are tight regardless of the field size. This is expected because,



3668 IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 52, NO. 8, AUGUST 2006

TABLE I
BOUNDS ON P FOR (2 � 2; 2 � 5)OERS CODES OVER

as p ! 0, both bounds consist predominantly of P (2)
ud (p), which is

asymptotically p2.

IV. CONCLUSION

OERS codes are of practical interest as they have been used in data
storage systems. In this work, we have examined their performance
in terms of probability of undetected error when the codes are used
solely for error detection over a q-ary symmetric channel. We have
obtained upper and lower bounds onPud(p), which have been shown to
be asymptotically tight. The bounds are also relatively easy to evaluate
for high rate codes, which are commonly used in storage systems.

Our bounds on the probability of undetected error have been derived
by bounding the weight distribution of the code. The techniques in-
volved in obtaining the weight distribution bounds can potentially be
applied to the study of other RS- or BCH-derived codes.

APPENDIX

ADDITIONAL PROOFS

A. Proof of Proposition 1

If d > 2, we show that every c(x) 2 A0

2 is of the form �(xi � xj),
where i � j mod n. Clearly, if c(x) = �(xi�xj) and i � j mod n,
then g(x) j xn � 1 j c(x); hence c(x) 2 A0

2. On the other hand, if
c(x) = �xi + �xj 2 A0

2, then g(x) j c(x). For d > 2, (x� !s)(x�
!s+1) j g(x) for some primitive nth root of unity ! 2 q and some
integer s. Hence, c(!s) = c(!s+1) = 0, from which it is easy to show
that !i = !j (hence i � j mod n) and � + � = 0. Now, note that
A0

2 can be written as the following union of disjoint subsets

A0

2 =

a

j=1

�(xjn+i � x
i) : � 2 q n f0g;

i = 0; 1; . . . ;maxfn0 � jn� 1; b� 1g :

The result follows from simple counting.
If d = 2, then g(x) = x � !s. A weight-2 polynomial c(x) =

�xi + �xj 2 q[x] is a codeword if and only if c(!s) = 0, that is, if
and only if � = ��!s(i�j). So the number of weight-2 codewords is
simply the number of fi; jg pairs times the number of nonzero choices
of �.

If d = 1, any polynomial in q[x] that has degree less than n0 is a

codeword. Hence, A0

2 = n

2
(q � 1)2.

B. Proof of Proposition 3

For d > 3, the proof is similar in spirit to the first part of the proof
of Proposition 1, and the result is a specialization of Proposition 8 and
Proposition 10. Details of the proof are thus omitted. Essentially, we
show that every c(x) 2 A0

3 has the form �xi + �xj + xl, such that
� + � +  = 0 and i � j � l mod n.

If d = 3, then g(x) = (x � !s)(x � !s+1) for some primitive
nth root of unity ! 2 q and some integer s. A weight-3 polynomial
c(x) = �xi+�xj+xl 2 q[x] is a codeword if and only if c(!s) =
c(!s+1) = 0, i.e.,

(� �  )

!si !(s+1)i

!sj !(s+1)j

!sl !(s+1)l

= 0: (25)

If i � j � l mod n, the equation above is satisfied if and only if
� + � +  = 0. This corresponds to a

3
(q � 1) + a

2
b (q �

1)(q � 2) weight-3 codewords as has been calculated for d > 3.
Otherwise, without loss of generality, suppose i 6� j mod n so
that !i 6= !j . From the fact that �; �;  6= 0, it is easy to show
that it must also be true that j 6� l mod n and l 6� i mod n.
This implies that if fi; j; lg is chosen, we can fix any nonzero
value for  and (�; �) will be uniquely determined. From the in-
clusion-exclusion principle, we see that the number of fi; j; lg’s
such that no two of the numbers are congruent modulo n is
n

3
� n �2

1
a

2
(q � 1) + ab +2 a

3
(q � 1) + a

2
b .

The result now follows after some algebra.
If d = 2, then g(x) = x � !s. We have c(x) = �xi + �xj +

xl 2 q[x] is a codeword if and only if c(!s) = 0, which is true

if and only if  = ��!s(i�l) � �!s(j�l). There are n

3
choices

of fi; j; lg, for each of which there are (q � 1) choices of � 6= 0 and
subsequently (q�2) choices of � 6= 0 and � 6= ��!s(i�j). Therefore,

A0

3 = n

3
(q � 1)(q � 2).

If d = 1, any polynomial in q[x] that has degree less than n0 is a

codeword. Hence, A0

3 = n

3 (q � 1)3.

C. Proof of Lemma 7

Clearly, �q(1) = 0. For t � 2, note that to satisfy the equation
we must have xt = � t�1

j=1 xj . So xt is determined if (xj)t�1j=1 are
chosen. Among the (q � 1)t�1 choices of (xj)t�1j=1 that are nonzero, a
choice is a valid solution if and only if t�1

j=1 xj 6= 0. By definition the
number of such choices is �q(t). On the other hand, also by definition,
the number of choices corresponding to t�1

j=1 xj = 0 is �q(t � 1).
Therefore,

�q(t) + �q(t� 1) = (q � 1)t�1; 8 t � 2: (26)

Consider the sequence of equations

�q(2) = q � 1;

�q(3) + �q(2) = (q � 1)2;

...

�q(t) + �q(t� 1) = (q � 1)t�1:

Multiplying the equation corresponding to (q�1)t�1�j by (�1)j and
summing up, we obtain

�q(t) =

t�2

j=0

(�1)j(q � 1)t�1�j

=(q � 1)t�1
t�2

j=0

�1

q � 1

j

=
q � 1

q
(q � 1)t�1 � (�1)t�1 ; 8 t � 2:

It is readily verified that the expression above also holds for t = 1.
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D. Proof of Lemma 16

Let n0 = an+ b, where a, b are integers such that 0 � b < n. Note
that for all fixed � and i, as n ! 1

n

i
�
i �

�n

i
: (27)

If b = 0, we have

K
0
i =

n

i
a
i �

an

i
=

n0

i
:

If b 6= 0, then b, n � b! 1 as n ! 1. Hence, we have

K
0
i =

i

j=0

b

j

n� b

i� j
(a+ 1)jai�j

�

i

j=0

(a+ 1)b

j

a(n� b)

i� j

=

i

j=0

(a+ 1)b

j

n0 � (a+ 1)b

i� j

=
n0

i
:

E. Proof of Lemma 19

We have

B
0
i �

���2P (n ;n)

n

j���j

j���j

l=1

n

n

�l
�q(�l)

�
���2P (n ;n)

qj���j

j���j!

j���j

l=1

n

n

�l

j���j

l=1

q
� �1

=
���2P (n ;n)

qj���j

j���j!

j���j

l=1

n

n

�l
q
i�j���j

= q
i

���2P (n ;n)

1

j���j!

j���j

l=1

n

n

�l

� q
i

���2P

1

j���j!

j���j

l=1

n

n

�l

=O(qi)
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On Construction of the Golay Codes

Xiao-Hong Peng, Member, IEEE, and
Paddy G. Farrell, Life Fellow, IEEE

Abstract—Two product array codes are used to construct the (24; 12;8)
binary Golay code through the direct sum operation. This construction pro-
vides a systematic way to find proper (8;4; 4) linear block component codes
for generating the Golay code, and it generates and extends previously ex-
isting methods that use a similar construction framework. The code con-
structed is simple to decode.

Index Terms—Array codes, block codes, code construction, direct sum,
Golay codes.

I. INTRODUCTION

The (24; 12; 8) binary block code, denoted by C24, was orig-
inally constructed by extending the (23; 12; 7) Golay code [1], a
unique 3-error correcting perfect code. Because of the optimality
and attractive structure of C24 which is self dual and doubly even
[2], it has received considerable attention, leading to a large number
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