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Dual Capacity Upper Bounds for Noisy Runlength
Constrained Channels

Andrew Thangaraj

Abstract

Binary-input memoryless channels with a runlength constrained input are considered. Upper bounds to the capacity of such
noisy runlength constrained channels are derived using thedual capacity method with Markov test distributions satisfying the
Karush-Kuhn-Tucker (KKT) conditions for the capacity-achieving output distribution. Simplified algebraic characterizations of the
bounds are presented for the binary erasure channel (BEC) and the binary symmetric channel (BSC). These upper bounds arevery
close to achievable rates, and improve upon previously known feedback-based bounds for a large range of channel parameters.
For the binary-input Additive White Gaussian Noise (AWGN) channel, the upper bound is simplified to a small-scale numerical
optimization problem. These results provide some of the simplest upper bounds for an open capacity problem that has theoretical
and practical relevance.

I. I NTRODUCTION

Runlength constrained input is commonly used in data storage applications, and channels with runlength constraints have
been widely studied in information theory [1]. Characterizing the capacity of noisy channels with runlength-constrained input
has been an open problem for quite some time now. Simulation-based methods for approximately computing lower and upper
bounds to the noisy constrained capacity are well-known [2][3]. Numerical methods have been proposed for computing the
capacity in some cases [4]. More recently, the feedback capacity, which serves as an upper bound to the non-feedback case,
has been characterized as a computable optimization problem [5]. See references in [5] for a more complete bibliographyof
this area.

In this work, we derive upper bounds for noisy channels with runlength-constrained input. The main idea is the use of the
dual capacity upper bound [6][7][8] and tuning it to the scenario of input-constrained noisy channels. The dual capacity bound
has been used by several authors in applications such as optical channels [9], MIMO channels [10], phase noise channels [11]
and peakpower-limited Gaussian channels [12]. In [3], the dual bound was used for runlength-constrained channels.

In the dual bound, a critical choice is that of the test distribution on the output alphabet. A Markov test distribution on
the output of a runlength-constrained channel was used in [3]. The main innovation in this work is enforcing the Karush-
Kuhn-Tucker (KKT) conditions for the capacity-achieving output distribution on the test distribution. This is done byequating
suitably defined metrics of cycles in the state diagram of theconstraint. As shown, this results in tight bounds and interesting
and simple algebraic characterizations of the upper bound in several examples such as the runlength-constrained binary erasure
channel and binary symmetric channel. For the binary-inputAdditive White Gaussian Noise (AWGN) channel, the bound can
be computed by a small-scale optimization problem.

When compared to the feedback-based bound in [5], the dual capacity method in this paper is more direct and easily
applicable to general(d, k) constraints and channels with continuous output. The resulting bounds are tighter and simpler
algebraic characterizations in many cases. When compared to [3], the use of KKT conditions in test distributions is novel.

The rest of this paper is organized as follows. Section II introduces the notation and problem setup. Section III provides the
main results. The proofs and computations of bounds are shown in Section IV, and concluding remarks are made in Section
V.

II. N OTATION AND DEFINITIONS

For integersa, b, the notation[a : b] denotes the set of integers{a, a+ 1, . . . , b}. The set[a : b] is empty if a > b. Given
a sequencev = (v1, v2, . . .), and positive integersa, b the notationv[a:b] denotes the sub-sequence(vi : i ∈ [a : b]). The
sequencev[1:N ] is also denoted byvN . For a fractionx, we denotex = 1− x.

A directed graphG = (V,E) consists of a set of verticesV and a set of directed edgesE ⊆ V ×V . An edgee = (v1, v2) is
directed fromv1 to v2. We will use the terms edges or arcs interchangeably for the directed edges of a directed graph. We will
consider directed graphs that may have self-loops, i.e., edges of the form(v, v), but we will not consider graphs with multiple
parallel edges between the same pair of vertices in the same direction. A walk of lengthk in a directed graphG = (V,E) is
an alternating sequence of vertices and edges(v1, e1, v2, e2, v3, . . . , ek, vk+1) such thatei = (vi, vi+1) ∈ E. Often a walk is
denoted simply by the sequence of vertices(v1, v2, . . .) or the sequences of edges(e1, e2, . . .). A walk with distinct vertices
is called a path. A walk of lengthk with distinct v1, v2, . . ., vk andv1 = vk+1 is called a cycle of lengthk.
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Parts of this paper will appear in the IEEE Information Theory Workshop 2017, Cambridge, UK, Sep 11-14, 2017.
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A. Runlength-constrained channels

For non-negative integersd andk with k > d, a (d, k)-constrained binary sequence is a sequence of bits for whichthere
are at leastd zeros and at mostk zeros (k can be infinity) between any two 1s. A(d, k)-constrained sequence is usually
represented as a walk on a state diagram. The state diagram for finite k and infintek are shown in Fig. 1. As seen, the state

0 1 · · · d d+ 1 · · · k
0 0 0 0 0 0

1

1

1

(a) (d, k) for finite k.

0 1 2 · · · d0
1 0 0 0

0

(b) (d,∞).

Fig. 1. Directed graphGd,k: State diagram for(d, k)-constrained sequences.

diagram for(d, k)-constrained sequences is a directed graph with edge labels, which we will denoteGd,k.
Let XN

d,k denote the set of all(d, k)-constrained binary sequences of lengthN . The capacity of(d, k)-constrained sequences,
denotedCd,k, is defined and characterized as follows:

Cd,k , lim
N→∞

log2 |XN
d,k|

N
= log2(1/λ), (1)

λ ∈ (0, 1) solveszk+2 − zd+1 − z + 1 = 0.

For k = ∞, the above characterization holds with the termzk+2 set as0.
Consider a binary-input memoryless channel with input alphabetX = {0, 1}, output alphabetY and transition probability

denotedpY |X(y|x). All channels considered in this paper will have binary input. The output alphabetY may be either discrete
or continuous. For discreteY, pY |X will be denoted as an|X | × |Y| matrix with the (x, y)-th entry beingpY |X(y|x). For
continuousY, we will specify the conditional probability density function (PDF)pY |X=x for x = 0, 1. The capacity of a channel
pY |X , denotedC(pY |X), is given byC(pY |X) = maxpX

I(X ;Y ). Standard convex optimization methods can be used for
computing the capacity. Explicit algebraic expressions orsmall-scale numerical computations are available for computing the
capacity of standard channels such as the binary erasure channel (BEC), binary symmetric channel (BSC) and the binary-input
additive white Gaussian noise (BIAWGN) channel.

By a (d, k)-constrained channelpY |X , we refer to a channelpY |X whose input is constrained to be a(d, k)-constrained
binary sequence. Specifically, if the channelpY |X is usedN times, its inputXN = [X1, X2, . . . , XN ] is a length-N , (d, k)-
constrained binary sequence, i.e.XN ∈ XN

d,k. The outputY N = [Y1, Y2, . . . , YN ] obeys a memoryless channel transition law

p(yN |xN ) =
∏N

i=1 pY |X(yi|xi). The capacity of theN -letter, (d, k)-constrained channelpY |X , denotedCN
d,k(pY |X), is given

by
CN

d,k(pY |X) = max
p(xN ):xN∈XN

d,k

I(XN ;Y N ). (2)

The capacity of the(d, k)-constrained channelpY |X , denotedCd,k(pY |X), is defined as

Cd,k(pY |X) = lim
N→∞

1

N
CN

d,k(pY |X). (3)

Characterizing the(d, k)-constrained capacity of channels has proven to be considerably more difficult because the memory in
the input makes the computation of (2) dependent onN , which grows to infinity. The main result of this paper is the derivation
of upper bounds forCd,k(pY |X) that either have simple algebraic characterizations (likethat of Cd,k in (1)) or small-scale
numerical computation procedures. In particular, the computations are independent ofN . The bounds, in many cases, are seen
to be extremely close to achievable rates showing that they are tight.

In the rest of the paper, we will refer to the channelpY |X with (d, k)-constrained input simply as the(d, k)-constrained
pY |X . Standard channels considered are the following:

1) BEC(ǫ) with

pY |X =

[

1− ǫ ǫ 0

0 ǫ 1− ǫ

]

.
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2) BSC(p) with

pY |X =

[

1− p p

p 1− p

]

.

3) BIAWGN(σ2) with
pY |X=x ∼ N((−1)x, σ2),

whereN(m, s) denotes the Gaussian distribution with meanm and variances.

We will use the notation(d, k)-BEC(ǫ), (d, k)-BSC(p) and (d, k)-BIAWGN(σ2), respectively, for the(d, k)-constrained
versions, and the notationCd,k(ǫ), Cd,k(p) andCd,k(σ) for the (d, k)-constrained capacities of the standard channels.

B. State diagram with memoryµ for the (d, k)-constraint

Let µ be a positive integer satisfying

µ ≥
{

k, k : finite,

d, k = ∞.
(4)

The state diagram for the(d, k) constraint with memoryµ is an edge-labeled, directed graph, denotedGµ
d,k, and defined as

follows. The vertex set ofGµ
d,k is the setXµ

d,k of (d, k)-constrained sequences of lengthµ. From a vertex(x1x2 . . . xµ), an
arc with labelxµ+1 ∈ {0, 1} is drawn whenever(x1x2 . . . xµxµ+1) is a valid length-(µ+1), (d, k)-constrained sequence. The
arc ends in the vertex(x2 . . . xµ+1). Examples of state diagrams with memory are shown in Fig. 2.

0 1T (00) 0

T (01)

1

T (10)

0

(a) (1,∞)-constrained,µ = 1.

00

0110

T (000)

0

T (001)1T (010)

0

T (101)

1

T (100) 0

(b) (1,∞)-constrained,µ = 2.

Fig. 2.Gµ
1,∞: Memory-µ state diagram for the(1,∞) constraint.

In Gµ
d,k, the length-l cycle{v1, v2, . . . , vl, v1} is consideredequivalentto the cycle{vi, vi+1, . . . , vl, v1, . . . , vi−1, vi}, which

is simply the same cycle traversed with a different startingpoint. Let the set of cycles ofGµ
d,k be denotedCµ

d,k with the convention
that no two cycles in it are equivalent. The length of a cyclec ∈ Cµ

d,k is denotedl(c).
Consider a length-l cyclec = {v1, v2, . . . , vl, v1} ∈ Cµ

d,k with ei = (vi, vi+1), 1 ≤ i ≤ l. Supposev1 = (x1x2 . . . xµ) ∈ Xµ
d,k

and let the label of edgeei be denotedxµ+i. The sequence(x1 . . . xµxµ+1 . . . xµ+l) is a valid (d, k)-sequence of length
µ + l, which we will denotex(c) and associate with the cyclec. For example, inG2

1,∞ shown in Fig. 2, the length-3 cycle
c = {00, 01, 10, 00} is associated with the length-5(1,∞)-sequencex(c) = (00100).

C. Markov test distributions

The upper bound onCd,k(pY |X) is expressed using certain Markov test distributions on sequences of channel outputs.
A sequence or chain of random variables(Y1, Y2, . . .) (with Yi taking values inY) is said to be Markov with memoryµ
if Yi is conditionally independent ofY[1:i−µ−1] given Y[i−µ:i−1]. The distribution of a Markov chain is specified by the
transition probability distributions Pr(Yµ+1 = yµ+1|Y µ = yµ) and the initial distribution Pr(Y µ = yµ) for all yµ+1 ∈ Yµ+1.
The distributions are specified as Probability Mass Functions (PMFs) or Probability Density Functions (PDFs) depending on
whetherY is discrete or continuous.

Let Qµ refer to the collection of transition probabilities of Markov chains(Y1, Y2, . . .) with memoryµ. A specificq ∈ Qµ

is specified by providing
q(yµ+1|yµ) , Pr(Yµ+1 = yµ+1|Y µ = yµ)
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for yµ+1 ∈ Yµ+1. For a Markov chain(Y1, Y2, . . .) with transition probabilityq and a channel output sequenceyN ∈ YN , we
have

Pr(Y N = yN ) =

µ
∏

i=1

q(yi|yi−1)

N
∏

i=µ+1

q(yi|y[i−µ:i−1]), (5)

where, for1 ≤ i ≤ µ,
q(yi|yi−1) , Pr(Yi = yi|Y i−1 = yi−1)

is specified by the initial distribution. We will refer to theset of transition probabilitiesq as Markov distributions of memory
µ on the alphabetY.

D. Metric in the state diagram

Let D
(

p1(·) || p2(·)
)

=
∑

y∈Y p1(y) log2
p1(y)

p2(y)
denote the relative entropy of two distributionsp1 and p2 on the same

alphabetY. Given a Markov distributionq of memoryµ on the channel output alphabetY, we associate a metric to every
edge in the graphGµ

d,k. The metric for the edge from vertex(x1 . . . xµ) with label xµ+1, denotedTq,pY |X
(x1 . . . xµ+1), is

defined as follows:

Tq,pY |X
(x1 . . . xµ+1) =

∑

yµ∈Yµ

pY µ|Xµ(yµ|xµ)D
(

pY |X( · |xµ+1) || q( · |yµ)
)

. (6)

In Fig. 2, the edge metrics are shown on the edges of the state diagram. The subscriptsq andpY |X are dropped in the notation
for the edge metric when it is either clear from the context ornot important.

1) Example - BEC(ǫ): To further illustrate, let us consider the channel BEC(ǫ), memoryµ = 1, and the Markov distribution

q(y2|y1) =







β(1 − ǫ) ǫ β(1− ǫ)

α(1 − ǫ) ǫ α(1− ǫ)

1− ǫ ǫ 0






, (7)

where the rows correspond toy1 = 0, ?, 1, the columns correspond toy2 = 0, ?, 1 in that order (? denotes erasure symbol),
andα, β are parameters satisfying0 ≤ α, β ≤ 1 andβ = 1− β, α = 1− α. For this example, we see that

T (00) =
∑

y1∈{0,?,1}

pY |X(y1|0)D
(

pY |X( · |0) || q( · |y1)
)

= (1− ǫ)D
(

[1− ǫ, ǫ, 0] || [β(1− ǫ), ǫ, β(1− ǫ)]
)

+ ǫ D
(

[1− ǫ, ǫ, 0] || [α(1− ǫ), ǫ, α(1 − ǫ)]
)

= (1− ǫ)2 log2(1/β) + ǫ(1− ǫ) log2(1/α). (8)

Similar expressions derived forT (01) andT (10) are

T (01) = (1− ǫ)2 log2(1/β) + ǫ(1− ǫ) log2(1/α), (9)

T (10) = ǫ(1− ǫ) log2(1/α). (10)

2) Metric of walks and cycles:A valid (d, k) sequencexN ∈ XN
d,k corresponds to the walk inGµ

d,k of lengthN − µ with
sequence of vertices(x[1:µ], x[2:µ+1], . . . , x[N−µ+1:N ]). The metric of a walk inGµ

d,k is defined to be the sum of the metrics
on the edges in the walk. Since a cycle is a walk, the same definition extends for cycles as well. Consider a cyclec of length
l(c) in Gµ

d,k associated to the sequence(x1 . . . xµ+l(c)). The metric of the cycle, denotedTq,pY |X
(c), is readily seen to be

Tq,pY |X
(c) =

l(c)
∑

i=1

Tq,pY |X
(xi . . . xµ+i). (11)

As an example, for the cycle inG2
1,∞ associated to the sequence(00100), the metric isT (001) + T (010) + T (100).

III. U PPER BOUNDS

The main upper bound and several examples are presented and discussed in this section with the proofs and details of
computations to be provided later. A dual capacity upper bound for the capacity of the(d, k)-constrained channelpY |X is
given in the following theorem and its corollary, which use the notation described in Section II.

Theorem 1 (Dual bound). Let q be a Markov distribution with memoryµ over the output alphabetY satisfying the constraint
that

Tq,pY |X
(c)

l(c)
=
Tq,pY |X

(c′)

l(c′)
(12)
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for any two cyclesc, c′ ∈ Cµ
d,k. Then, the capacity of the(d, k)-constrained channelpY |X is upper bounded by the common

value in (12), i.e.,

Cd,k(pY |X) ≤
Tq,pY |X

(c)

l(c)

for any c ∈ Cµ
d,k.

Since the upper bound holds for everyq satisfying the constraint (12), the bound can be improved byminimizing over a set
of Markov distributions satisfying the constraint. This observation results in the following corollary, which is useful in deriving
bounds for standard channels.

Corollary 2 (Dual bound). Let Q be a collection of Markov distributions with memoryµ over the output alphabetY. Then,

Cd,k(pY |X) ≤ min
q∈Q

t(q, pY |X) (13)

subject tot(q, pY |X) =
Tq,pY |X

(c)

l(c)
, ∀c ∈ Cµ

d,k.

The main observation about the dual upper bounds in Theorem 1and Corollary 2 is that they are independent ofN , the
length of the channel input, occurring in the definition ofCd,k(pY |X). In the rest of this paper, we will refer to the above
theorem and corollary as the dual bound theorem and the dual bound corollary, respectively. We will show by several examples
that the dual bound theorem and corollary result in simple algebraic characterizations or small scale numerical computations
for the upper bound.

A. Binary erasure channel

For the(d, k)-BEC(ǫ) with specific values ofd andk, upper bounds on the capacity are given in the following theorems.
Recall that the capacity is denotedCd,k(ǫ).

Theorem 3. (1) For the(1,∞)-BEC(ǫ), the following upper bound holds:

C1,∞(ǫ) ≤(1− ǫ)2 log2(1/β
∗) + ǫ(1− ǫ) log2(2 − β∗), (14)

β∗ ∈ (0, 1] solvesβ2(1−ǫ) = 1− β.

(2) For the(1,∞)-BEC(ǫ), the following upper bound holds:

C(1,∞)(ǫ) ≤ (1 − ǫ)

[

(1− ǫ)2 log2
1

β
+ ǫ(1− ǫ) log2

α2

γ1(2α− 1)
+ ǫ2 log2

1

α

]

, (15)

whereγ1 = 1− α− β + 2αβ, andα, β ∈ [0, 1] solve

(1− ǫ)2 log2
β2(1− α)

γ2
+ ǫ(1− ǫ) log2

(2α− 1)2γ1
α2γ2

= (1− ǫ)2 log2
β2(1 − α)

(1− β)2(2α− 1)
+ 2ǫ(1− ǫ) log2

γ1
α(1− β)

= ǫ2 log2
1− α

α
(16)

with γ2 = 2− 3α− β + 2αβ.

The first part of the above theorem is obtained by using the dual bound corollary withµ = 1 and the collection of test
distributions in (7). Note that the expression is reminiscent of the noiseless capacity of(1,∞) sequences, which is given by

C1,∞ = log2(1/β), (17)

β = (
√
5− 1)/2 solvesβ2 = 1− β.

The second part uses a collection of memory-2 Markov test distributions and involves more computations. The details are
provided in later sections.

Fig. 3 shows plots of the dual bounds from Theorem 3. For comparison, a feedback-based upper bound from [5] and an
achievable rate computed using the simulation method of [2]are shown. While all four lines are reasonably close in the figure,
the zoomed inset shows that the dual capacity bounds are better with theµ = 2 bound almost meeting the achievable rate.

Next, we provide dual bounds for the(1, 2)-BEC(ǫ) usingµ = 2 andµ = 3 Markov test distributions.
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Fig. 3. Capacity upper bounds for(1,∞)-constrained BEC(ǫ).

Theorem 4. (1) The capacity of the(1, 2)-BEC(ǫ) satisfies the upper bound

C1,2(ǫ) ≤
1− ǫ

2

[

(1 − ǫ)2 log2
1

β
+ ǫ(1− ǫ) log2

(2− β)2

β
+ ǫ2 log2

(3 − β)2

2− β

]

,

β ∈ (0, 1] solvesβ3(1−ǫ)(2− β)2ǫ−3ǫ2 = (1 − β)2+2ǫ−4ǫ2 .

(2) The capacity of the(1, 2)-BEC(ǫ) satisfies the upper bound

C1,2(ǫ) ≤
1− ǫ

2

[

(1 + ǫ− 2ǫ2) log2
1

β
+ 2ǫ3 log2(3− β) + ǫ2(3− 4ǫ) log2(2− β)

]

,

β ∈ (0, 1] solves

β3(1+ǫ−2ǫ2)(2 − β)ǫ
2(3−4ǫ) = (1− β)2(1+ǫ+ǫ2−3ǫ3)24ǫ

2(1−ǫ).

Fig. 4 shows plots of the dual bounds from Theorem 4 along withan achievable rate computed using the simulation method
of [2].
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Dual bound,µ = 3
Achievable

Fig. 4. Capacity upper bounds for(1, 2)-constrained BEC(ǫ).

We conclude the results for the BEC with an upper bound for the(d,∞)-BEC(ǫ). Recall the notationx = 1 − x for a
fractionx.
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Theorem 5. The capacity of the(d,∞)-BEC(ǫ) satisfies the upper bound

C(d,∞)(ǫ) ≤ (1− ǫ)

d
∑

i=0

Bǫ(d, i) log2
1 + iα0

α0 + iα0
, (18)

whereBǫ(d, i) =
(

d
i

)

ǫi(1− ǫ)d−i andα0 ∈ [0, 1] solves

d
∑

i=0

Bǫ(d, i) log2
(α0 + iα0)

d−i+1

(1 + iα0)d−i
= log2 α0. (19)

B. Binary Symmetric Channel

The next theorem presents an upper bound to the capacity of the (1,∞)-BSC(p). We use the notationH2(p) = −p log2 p−
(1− p) log2(1− p).

Theorem 6. The capacity of the(1,∞)-BSC(p) satisfies the upper bound

C(1,∞)(p) ≤ p2 log2
1

a∗
+ pp log2

c1

p2
+ p2 log2

c1
pc2

−H2(p), (20)

wherec1 = a∗ − p2, c2 = 2p− a∗(2− p), anda∗ ∈ [0, 1] solves

a2p(a− p2) = p2pp2(1−2p)a2(1−2p)[2p− a(2− p)]2p. (21)

The dual bound is plotted along with a feedback-based bound (extension by authors of [5]) and an achievable rate using the
simulation-based method of [2] for comparison in Fig. 5. We see that the dual capacity bound improves significantly over the
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Dual bound
Feedback bound
Achievable

Fig. 5. Capacity bounds for(1,∞)-constrained BSC(p).

feedback-based bound, and is close to the achievable rate asseen in the inset.

C. Binary-input AWGN Channel

Let the Gaussian PDF with meanµ and varianceσ2 be denoted

ψµ,σ(x) ,
1√
2πσ

e−(x−µ)2/2σ2

, x ∈ (−∞,∞). (22)

The Gaussian distribution restricted to the interval(a, b) has the PDFψµ,σ(x)/Ψµ,σ(a, b), whereΨµ,σ(a, b) ,
∫ b

a ψµ,σ(x)dx
is the probability that a Gaussian random variable with meanµ and varianceσ2 falls in the interval(a, b).

Consider the binary-input AWGN channel, denoted BIAWGN(σ2), defined by the relationshipY = (−1)X + Z, where the
input X ∈ {0, 1} andZ ∼ N(0, σ2). The output alphabetY is the set of real numbers. A memory-1 Markov distribution on
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the output alphabet is specified by the conditional probability density function (PDF)q(y2|y1), wherey1 andy2 are real-valued
variables.

After numerical experimentation, the following form of conditional PDFs was found to result in tight upper bounds:

q(y2|y1) =


































a(y1, σ)
ψ−1,σ(y2)

Ψ−1,σ(−∞, d2(y1, σ))
, y2 < d2(y1, σ),

b(y1, σ)
1

∆(y1, σ)
, y2 ∈ [d2(y1, σ), d1(y1, σ)],

c(y1, σ)
ψ+1,σ(y2)

Ψ+1,σ(d1(y1, σ),+∞)
, y2 > d1(y1, σ),

(23)

whered1, d2, a, b andc are functions ofy1 andσ, and need to be chosen suitably for validity of the PDF and forminimizing
the upper bound. We define∆(y1, σ) , d1(y1, σ)− d2(y2, σ). The conditional PDF is illustrated in Fig. 6. In the figure, the

y2

q(y2|y1)

1-1 d1d2

∆

b/∆

cψ1,σ(y2)

Ψ1,σ(d1,∞)

aψ−1,σ(y2)

Ψ−1,σ(−∞, d2)

Fig. 6. Conditional PDF for a memory-1 Markov distribution.

dependence ony1 and σ in the functions is suppressed to reduce clutter. The conditional PDF is restricted Gaussian with
means +1 and -1 in the intervals(d1,∞) and(−∞, d2), respectively, and uniform in the interval[d2, d1]. The values ofa, b,
andc are fractions summing to 1 for each value ofy1 andσ, and this constraint makesq(y2|y1) a valid PDF for everyy1.

By numerical optimization of the functionsd1, ∆, a andb in the test distribution (note thatd2 = d1−∆ andc = 1−a− b),
an upper bound can be obtained for the(1,∞)-constrained BIAWGN(σ2). The results are shown in Fig. 7. In Fig. 7, a dual

−4 −2 0 2 4 6 8 10
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Unconstrained

(1,∞)-constrained

SNR= 1/σ2 (dB)

C
ap
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Fig. 7. Capacity bounds for the unconstrained and(1,∞)-constrained BIAWGN(σ2).

capacity upper bound for the unconstrained BIAWGN channel derived using a test distribution similar to the one shown in
Fig. 7 is also shown. Details of the computations are provided in later sections. The upper bounds are seen to be quite tight
when compared to lower bounds in both the constrained and theunconstrained case. The lower bound was computed using
the simulation method of [2] for the constrained case. We remark that the choice of the test distribution is based on simple
heuristics and could possibly be improved to obtain better bounds.
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The above examples illustrate the kind of upper bounds that can be derived using the dual method. These are illustrative
and not meant to be exhaustive. In general, for discrete channels, an algebraic characterization is possible, while forGaussian
channels, we obtain a small-scale numerical computation for constrained capacity. The computational complexity increases with
the memory of the Markov distributionµ, and the optimization problems are nonlinear and may not be convex, in general.
However, since their scale is small (number of variables andconstraints depend on the memoryµ), standard computation
packages are effective in solving the optimizations or providing good local minima. The choice of test distribution canbe
guided by Lagrangian methods, but may also be made using heuristics for minimizing the relative entropy in the dual bound.

IV. PROOFS ANDCOMPUTATIONS

In this section, we provide proofs for the theorems in Section III and show the computations involved in simplifying the
expressions for upper bounds. Some of the routine computations are given in the appendix.

We begin with the basic underlying idea, which is the use of the dual capacity upper bound.

A. Dual capacity bound

Consider the(d, k)-constrained channelpY |X . An upper bound on theN -letter capacity, called the dual capacity upper
bound [6][7][8], is given by the following:

CN
d,k(pY |X) ≤ max

xN∈XN
d,k

D
(

pY N |XN ( · |xN ) || qY N ( · )
)

, (24)

whereqY N , called the test distribution, is an arbitrary distribution on the output alphabetYN . Note that in the above bound
xN is fixed in the expressionD

(

pY N |XN ( · |xN ) || qY N ( · )
)

, and the relative entropy is evaluated between the probability
mass functions (PMFs)pY N |XN (yN |xN ) and qY N (yN ) over the alphabetYN . The maximum in (24) is over all valid(d, k)
sequencesxN .

Since the bound in (24) holds for everyqY N , we minimize over a family of distributionsQ to improve the upper bound as
follows:

CN
d,k(pY |X) ≤ min

q
Y N∈Q

max
xN∈XN

d,k

D
(

pY N |XN ( · |xN ) || qY N ( · )
)

. (25)

Given the nature of the input constraint, a good choice for the family of test distributions isQµ, which is the family of Markov
distributions onY with memoryµ. Therefore, an upper bound to the capacity of the(d, k)-constrainedpY |X is

Cd,k(pY |X) ≤ min
q
Y N ∈Qµ

lim sup
N→∞

1

N
max

xN∈XN
d,k

D
(

pY N |XN ( · |xN ) || qY N ( · )
)

. (26)

The above bound is not directly computable because of the dependence onN . We simplify the bound by application of the chain
rule for relative entropy, and restrict the test distributions to obtain the dual bound theorem and corollary. The simplification
is described below in detail for completeness.

B. Simplifying the dual capacity bound

For q ∈ Qµ (the subscriptY N is suppressed in the notation),xN ∈ XN
d,k and a channelpY |X , the relative entropy term in

the dual capacity bound can be simplified as follows:

D
(

pY N |XN ( · |xN ) || q( · )
)

=
∑

yN∈YN

pY N |XN (yN |xN ) log2

∏N
n=1 pY |X(yn|xn)

∏µ
n=1 q(yn|yn−1)

∏N
n=µ+1 q(yn|y[n−µ:n−1])

=
∑

yN∈YN

(

N
∏

i=1

pY |X(yi|xi)
)

[ µ
∑

n=1

log2
pY |X(yn|xn)
q(yn|yn−1)

+
N
∑

n=µ+1

log2
pY |X(yn|xn)

q(yn|y[n−µ:n−1])

]

(a)
=

µ
∑

n=1

[

∑

yn−1∈Yn−1

(

n−1
∏

i=1

pY |X(yi|xi)
)

∑

yn∈Y

pY |X(yn|xn) log2
pY |X(yn|xn)
q(yn|yn−1)

]

+

N
∑

n=µ+1

[

∑

y[n−µ:n−1]∈Yµ





n−1
∏

i=n−µ

pY |X(yi|xi)





∑

yn∈Y

pY |X(yn|xn) log2
pY |X(yn|xn)

q(yn|y[n−µ:n−1])

]

,

(b)
=

µ
∑

n=1

[

∑

yn∈Yn

pY n−1|Xn−1(yn−1|xn−1)D
(

pY |X( · |xn) || q( · |yn−1)
)

]

+
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N
∑

n=µ+1

[

∑

yµ∈Yµ

pY µ|Xµ(yµ|x[n−µ:n−1])D
(

pY |X( · |xn) || q( · |yµ)
)

]

, (27)

where (a) follows by interchanging the order of summation (overyN and overn) and marginalizing, and(b) follows by
identifying the expressions as relative entropies and changing the dummy summation variables fromy[n−µ:n−1] to yµ.

The first summation term fromn = 1 to n = µ in (27) is o(N) (assuming that the choice ofq is such that the relative
entropy is finite). Since the dual bound (see (26)) involves division byN , which tends to infinity, anyo(N) term is insignificant
in the final bound onCd,k. Moreover, the second summation term fromn = µ+ 1 to n = N in (27) is readily identified as
the sum of edge metrics (see (6)) of the walk in the graphGµ

d,k corresponding to the(d, k) sequencexN . So, we have

1

N
D
(

pY N |XN ( · |xN ) || q( · )
)

=
1

N

N
∑

n=µ+1

Tq,pY |X
(x[n−µ:n]) + o(1), (28)

where o(1) tends to 0 asN → ∞. Therefore, the edge metrics on the walk corresponding toxN add up to form the
asymptotically significant part of the upper bound on capacity.

C. Decomposing walks into cycles

A standard result in graph theory is that any walk in a directed graph can be decomposed into a path and a set of cycles
(see [13], Exercises of Chapter 1). For completeness and future use, we provide a brief algorithmic proof of this result for the
graphGµ

d,k.
Like mentioned before, a length-N , (d, k)-sequencexN ∈ XN

d,k corresponds to a walkw(xN ) of lengthN−µ with sequence
of verticesvi = x[i:i+µ−1] for i = 1, 2, . . . , N−µ+1. In the walkw(xN ), let i1 be the least integer for whichvi1 occurs more
than once inw(xN ), and leti2 be the least integer such thati2 > i1 andvi1 = vi2 . Basically,c1(xN ) = (vi1 , vi1+1, . . . , vi2 )
is the sequence of vertices of the first cycle traversed inw(xN ), and its length isl(c1(xN )) = i2 − i1.

Now, remove the edges ofc1(xN ) from the walkw(xN ), and consider the walkw1 = (v1, . . . , vi1 , vi2+1, . . .). The first
cycle inw1 is denotedc2(xN ), and the same process is continued iteratively till a pathw∗(xN ) without any repeating vertices
results after, say,nc(x

N ) steps. The cycles resulting in this process{ci(xN )} for i = 1, 2, . . . , nc(x
N ) and the final path

w∗(xN ) form the decomposition of the walkw(xN ) into a set of cycles and a path inGµ
d,k.

We now use the above decomposition of the walkw(xN ) in the dual capacity expression in (28). Since the metric of the
pathw∗(xN ) is o(N), we have that

1

N
D
(

pY N |XN ( · |xN ) || q( · )
)

=
1

N

nc(x
N )

∑

i=1

Tq,pY |X
(ci(x

N )) + o(1). (29)

Since the length of the pathw∗(xN ) is o(N), we have that

1

N

nc(x
N )

∑

i=1

l(ci(x
N )) = 1 + o(1). (30)

The above two equations resulting from the decomposition ofwalks into cycles along with a cycle metric restriction on the
Markov distribution result in the proof of dual bound theorem. The restriction is described next.

D. KKT-constrained Markov test distributions

It is easy to show that the dual capacity upper bound results in equality if the test distribution is set to be equal to the
capacity-achieving output distribution. Now, one of the classic results in computation of capacity of a channelX → Y with
channel transition probabilityp(y|x) is the set of Karush-Kuhn-Tucker (KKT) conditions, which require that

D
(

p(y|x) || p(y)
)

= C, if p(x) > 0,

D
(

p(y|x) || p(y)
)

≤ C, if p(x) = 0,

for the capacity-achieving output distributionp(y). Therefore, in the dual capacity bound calculation for the(d, k)-constrained
channelpY |X , a simplifying condition that could result in good bounds isto require that the test distributionq(yN ) satisfies

1

N
D
(

pY N |XN ( · |xN ) || q( · )
)

= constant+ o(1), if xN ∈ XN
d,k, (31)

where the constant is independent ofxN , but possibly dependent onq andpY |X .
Consider the restricted set of Markov test distributions

Q∗
µ , {q ∈ Qµ :

Tq,pY |X
(c)

l(c)
=
Tq,pY |X

(c′)

l(c′)
∀c, c′ ∈ Cµ

d,k}. (32)
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In words, forq ∈ Q∗
µ, the length-normalized metric of every cycle inGµ

d,k is a constant. The common value of the length-
normalized cycle metric is denotedt(q, pY |X), i.e.,

t(q, pY |X) ,
Tq,pY |X

(c)

l(c)
, q ∈ Q∗

µ, c ∈ Cµ
d,k. (33)

Using the cycle decomposition of walks and the results in (29), (30), we readily see that, forq ∈ Q∗
µ andxN ∈ XN

d,k,

1

N
D
(

pY N |XN ( · |xN ) || q( · )
)

=
1

N

nc(x
N)

∑

i=1

Tq,pY |X
(ci(x

N )) + o(1)

= t(q, pY |X)





1

N

nc(x
N )

∑

i=1

l(ci(x
N ))



 + o(1)

= t(q, pY |X) + o(1). (34)

We will refer to the set of distributionsQ∗
µ as the KKT-constrained Markov test distributions of memoryµ. This is to be

contrasted with the choice of test distributions made usingthe maximizing branch transition probability method in [3].

E. Proof of Theorem 1 and Corollary 2

The proof of the dual bound theorem and corollary is now immediate. Using (34), we see that

lim sup
N→∞

1

N
max

xN∈XN
d,k

D
(

pY N |XN ( · |xN ) || qY N ( · )
)

= t(q, pY |X). (35)

Hence, the dual capacity bound for a KKT-constrained Markovtest distribution results in

Cd,k(pY |X) ≤ t(q, pY |X), q ∈ Q∗
µ, (36)

which proves Theorem 1. Minimization overq ∈ Q∗
µ proves Corollary 2.

F. Binary Erasure Channel

1) (1,∞)-BEC(ǫ) (Proof of Theorem 3 - Part (1)):For this bound, the dual bound corollary is used with a memory-1
Markov test distribution given in (7), which is reproduced here for convenience.

q(y2|y1) =







β(1 − ǫ) ǫ β(1− ǫ)

α(1 − ǫ) ǫ α(1− ǫ)

1− ǫ ǫ 0






, (37)

where the rows correspond toy1 = 0, ?, 1, the columns correspond toy2 = 0, ?, 1 in that order (? denotes erasure symbol), and
α, β are parameters satisfying0 ≤ α, β ≤ 1. The specific choice in (37) is motivated by the minimizationinvolved in the upper
bound. If yn−1 = 1, we havexn−1 = 1 because the channel is a BEC. Now, ifxn−1 = 1, by the(1,∞) constraint, we have
thatxn = 0. So,q(y2|1) can be set to bepY |X(y2|0) = [1− ǫ ǫ 0] to ensure thatD

(

pY |X( · |xn) || q( · |yn−1)
)

= 0 whenever
yn−1 = 1. The choice ofq(?|y1) = ǫ can be shown to be best possible for the BEC by using complementary slackness in the
optimization problem of Corollary 2, and we skip the details.

With the choice ofq(y2|y1) as in (37), the metricsT (00), T (01) andT (10) were computed earlier and are given in (8),
(9) and (10). We will drop the subscripts from the notationTq,pY |X

( · ) to reduce clutter. Note that the metrics depend on the
parametersα, β and the channel erasure probabilityǫ.

As seen in Fig. 2(a), there are two cycles inG1
1,∞ - a length-1 cycle associated to the sequence(00), and a length-2 cycle

associated to the sequence(010). The length-normalized cycle metrics areT (00) and (T (01) + T (10))/2, which have to be
equal for a KKT-constrained Markov test distribution. So, we have the constraintT (00) = (T (01) + T (10)/2. By the dual
bound corollary, we get the bound

C1,∞(ǫ) ≤ min
q:

T (01)+T (10)=2T (00)

T (00). (38)

The above constrained optimization can be solved by standard Lagrangian techniques (as shown in the Appendix) resulting in
the upper bound in Theorem 3 - Part (1).

In the optimization problem of (38) and those in the ensuing examples, while our methods might be resulting in global
minima, we have not made an attempt to prove the same. The optimization problems could be non-convex in some cases, but
Lagrangian methods result in good bounds even though there is a chance that they might be local minima for the problems.
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TABLE I
CHOICE OFq(y3|y1, y2), (rs) ∈ {00, 0?, ?0, ??, 10, 1?}.

(y1y2) q(y3|y1, y2)

01, ?1 [1− ǫ ǫ 0 ]

rs [αrs(1 − ǫ) ǫ αrs(1− ǫ)]

2) (1,∞)-BEC(ǫ) (Proof of Theorem 3 - Part (2)):For this bound, the dual bound corollary is used with a memory-2
Markov test distribution shown in Table I. The choices forq(y3|y1, y2) have been made to suit the constraint and the channel.
If y2 = 1, then we havex2 = 1 since the channel is a BEC. This implies thatx3 = 0. So, we setq(y3|y1, 1) = pY |X(y|0).
For other values ofy1 = r, y2 = s, q(y3|y1, y2) is parameterized byαrs ∈ [0, 1].

As seen from Fig. 2(b), there are three directed cycles in thestate diagramG2
1,∞ - (1) length-1 cycle associated to(000),

(2) length-2 cycle associated to(0101), and (3) length-3 cycle associated to(00100). Equating the length-normalized cycle
metrics, we get the constraints

T (010) + T (101) = 2T (000),

T (001) + T (010) + T (100) = 3T (000).

Note that the metricsT ( · ) are functions of the parametersαrs and the erasure probabilityǫ. By the dual bound corollary, we
get the bound

C(1,∞)(ǫ) ≤ min
q:

T (010)+T (101)=2T (000)
T (001)+T (010)+T (100)=3T (000)

T (000). (39)

The above constrained optimization can be solved by standard Lagrangian techniques (as shown in the Appendix) resulting in
the upper bound in Theorem 3 - Part (2).

3) (1, 2)-BEC(ǫ) (Proof of Theorem 4):The state diagrams for the(1, 2) constraint withµ = 2, 3 are shown in Fig. 8. The

00 01

10

T (001)

1

T (100)

0
T (101) 1

0 T (010)

(a) (1, 2)-constrained,µ = 2.

001 010

100 101

T (0010)

0

T (0100) 0T (1001) 1

T (0101)
1

T (1010)
0

(b) (1, 2)-constrained,µ = 3.

Fig. 8.Gµ
1,2: Memory-µ state diagram for the(1, 2) constraint.

Markov test distribution used forµ = 2 is given in Table II. The choices are made to suit the constraint. For(y1y2) ∈ {01, ?1},

TABLE II
TEST DISTRIBUTION FAMILY FORµ = 2. (rs) ∈ {10, 0?, ?0, 1?, ??}.

(y1y2) q(y3|y1, y2)

00 [0 ǫ 1− ǫ]

01, ?1 [1− ǫ ǫ 0 ]

rs [αrs(1 − ǫ) ǫ αrs(1− ǫ)]

we havex3 = 0. So, the test distributionq(y3|0, 1) andq(y3|?, 1) are both made equal topY |X( · |0) = [1− ǫ ǫ 0]. Likewise,
when (y1y2) = 00, we havex3 = 1 by the (1, 2) constraint. So, we setq(y3|0, 0) as pY |X( · |1) = [0 ǫ 1 − ǫ]. For other
possibilities, we introduce parametersαrs ∈ [0, 1].

In G2
1,2, as seen in Fig. 8(a), there are two cycles - (1) the length-2 cycle associated to(0101), and (2) the length-3 cycle

associated to(00100). Equating the length-normalized cycle metrics, we get the constraint

T (010) + T (101)

2
=
T (001) + T (010) + T (100)

3
. (40)
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Note that the metricsT ( · ) are functions of the parametersαrs and the erasure probabilityǫ. By the dual bound corollary, we
get the bound

C(1,2)(ǫ) ≤ min
q:

T (010)+T (101)=2t
T (001)+T (010)+T (100)=3t

t. (41)

The above constrained optimization can be solved by standard Lagrangian techniques (as shown in the Appendix) resulting in
the upper bound in Theorem 4 - Part (1).

The Markov test distribution used forµ = 3 is given in Table III. The choices are made to suit the constraint. For (y1y2y3) ∈
TABLE III

TEST DISTRIBUTION FAMILY FORµ = 3. (rst) ∈ {10?, 0??, ?0?, ??0, 1??, ???}.

(y1y2y3) q(y4|y1, y2, y3)

1?0, ?00, 100 [0 ǫ 1− ǫ]

??1, 0?1, 00?, 001, 1?1, ?01, 101 [1− ǫ ǫ 0 ]

?10, 01?, 0?0, ?1?, 010 [α010(1− ǫ) ǫ α010(1− ǫ)]

rst [αrst(1− ǫ) ǫ αrst(1− ǫ)]

{1?0, ?00, 100}, we havex4 = 1. So, the conditional test distribution for these cases is set aspY |X( · |1) = [0 ǫ 1−ǫ]. Likewise,
when y3 = 1 or (y1y2y3) = 00?, we havex4 = 0 by the (1, 2) constraint. So, we set the conditional test distribution for
these cases aspY |X( · |0) = [1 − ǫ ǫ 0]. For (y1y2y3) ∈ {?10, 01?, 0?0, ?1?, 010}, we see that(x1x2x3) = 010. So, we set
the conditional test distribution for these cases as[α010(1− ǫ) ǫ α010(1− ǫ)] with a common parameterα010. For every other
possibility, a parameterαrst ∈ [0, 1] is used.

In G3
1,2, as seen in Fig. 8(b), there are two cycles - (1) the length-2 cycle associated to(01010), and (2) the length-3 cycle

associated to(001001). Equating the length-normalized cycle metrics, we get the constraint

T (0101) + T (1010)

2
=
T (0010) + T (0100) + T (1001)

3
. (42)

Note that the metricsT ( · ) are functions of the parametersαrst and the erasure probabilityǫ. By the dual bound corollary,
we get the bound

C(1,2)(ǫ) ≤ min
q:

T (0101)+T (1010)=2t
T (0010)+T (0100)+T (1001)=3t

t. (43)

The above constrained optimization can be solved by standard Lagrangian techniques (as shown in the Appendix) resulting in
the upper bound in Theorem 4 - Part (2).

4) (d,∞)-BEC(ǫ) (Proof of Theorem 5):For the(d,∞) constraint with a test distribution of memoryµ = d, the graphGd
d,∞

hasd+ 1 states and is isomorphic to the graph shown in Fig. 1(b) with the labels of states replaced with(d,∞)-constrained
sequences of lengthd. The state labels inGd

d,∞ are thed+1 sequences inX d
d,∞ = {u0, u1, . . . , ud}, whereu0 is the all-zero

sequence of lengthd andui is the length-d binary sequence with a single 1 in thei-th position for1 ≤ i ≤ d.
For the bound in Theorem 5, the dual bound corollary is used with the memory-d Markov test distributionq(yd+1|yd)

defined as follows:

q(yd+1|yd) =











[1− ǫ ǫ 0] if yd has a1,

[α0(1 − ǫ) ǫ α0 ǫ] if yd = 0d,

[αk(1− ǫ) ǫ αk ǫ] if w?(y
d) = k,

(44)

wherew?(y
d) denotes the number of erasures inyd, x , 1−x, andαk = α0/(1+kα0). Note that a validyd can have at most

a single 1. Using Lagrangian techniques, the choice of a common parameterαk for all yd with w?(y
d) = k can be shown to

be optimal for this case, and we skip the details.
There are two cycles inGd

d,∞ - (1) the length-1 cycle associated with(u00), and (2) the length-(d + 1) cycle associated
with (u0 1 u0). Equating the length-normalized cycle metrics, we get the constraint

T (u01) +
∑d

i=1 T (ui0)

d+ 1
= T (u00). (45)

Note that the metrics are functions of the parameterα0 and the erasure probabilityǫ.
By the dual bound corollary, we get the bound

C(d,∞)(pY |X) ≤ min
q:

T (u01)+
∑

d
i=1 T (ui0)=(d+1)T (u00)

T (u00). (46)

The above constrained optimization can be solved by standard Lagrangian techniques (as shown in the Appendix) resulting in
the upper bound in Theorem 5.
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G. Binary Symmetric Channel - Proof of Theorem 6

We will use the memory-1 Markov test distributionq(y2|y1) defined as

q(y2|y1) =
[

a 1− a

b 1− b

]

, (47)

where the rows correspond toy1 = 0, 1, columns correspond toy2 = 0, 1 in that order, anda, b are parameters satisfying
0 ≤ a, b ≤ 1.

Using the dual bound corollary, we get the bound

C1,∞(p) ≤ min
a,b:T (01)+T (10)=2T (00)

T (00). (48)

For the choice of test distribution over the binary symmetric channel BSC(p), the metrics evaluate to the following:

T (00) = p2 log2
p

a
+ pp log2

pp

ba
+ p2 log2

p

b
,

T (01) = p2 log2
p

a
+ pp log2

pp

ab
+ p2 log2

p

b
,

T (10) = p2 log2
p

b
+ pp log2

pp

ab
+ p2 log2

p

a
,

wherex , 1− x. Further, the constraint simplifies as follows:

T (10) + T (01)− 2T (00) = (1− 2p)

[

(1− 2p) log2
a(1− b)

b(1− a)
− log2

1− b

a

]

= 0. (49)

Therefore, the optimization in (48) simplifies to a problem in two variablesa, b taking values in[0, 1]. This problem is solved
using standard Lagrangian methods to obtain the bound in Theorem 6.

H. (1,∞)-constrained binary-input AWGN Channel

For x ∈ {0, 1}, let s(x) , (−1)x denote the standard BPSK modulation. Recall the notation for the Gaussian PDF
ψµ,σ = e−(x−µ)2/(2σ2)/(

√
2πσ) and its integralΨµ,σ(a, b) =

∫ b

a
ψµ,σ(y)dy introduced earlier.

As can be expected, the computations for the binary-input Gaussian channel, defined by the conditional PDFpY |X(y|x) =
ψs(x),σ(y), are highly numerical in nature. We use the dual bound corollary with the class of memory-1 Markov test distribution
defined by the conditional PDFq(y2|y1) given in (23) and depicted in Fig. 6.

The relative entropyD
(

pY |X( · |x) || q( · |y1)
)

, denoted asDx(y1), simplifies to the following:

Dx(y1)/ log2 e =Ψs(x),σ(−∞, d2(y1, σ)) loge
e

1+s(x)

σ2 Ψ−1,σ(−∞, d2(y1, σ))

a(y1, σ)
+

Ψs(x),σ(d2(y1, σ), d1(y1, σ)) loge
∆(y1, σ)√

2πσe
s(x)
2 b(y1, σ)

+

Ψs(x),σ(d1(y1, σ),∞) loge
e

1−s(x)

σ2 Ψ1,σ(d1(y1, σ),∞)

c(y1, σ)
+

(

d1(y1, σ)− 1

2
− i(x)

)

ψs(x),σ(d1(y1, σ)) −
(

d2(y1, σ) + 1

2
+ i(x)

)

ψs(x),σ(d2(y1, σ)),

where i(x) is x seen as an integer. In the graphG1
1,∞, the metricsT (x1x2), for (x1x2) ∈ {00, 01, 10}, are given by the

following:

T (x1x2) =

∫ ∞

−∞

Dx2(y1)pY |X(y1|x1)dy1

=

∫ ∞

−∞

Dx2(y1)ψs(x1),σ(y1)dy1. (50)

The metrics above depend on the choice of the functionsd1, ∆, a and b, which are all functions ofy1 and σ. Note that
d2 = d1−∆ andc = 1−a− b are dependent on the other functions. Also, the functionsa, b andc take nonnegative fractional
values adding to 1, and the function∆ takes nonnegative values.

The choice of the conditional PDF, its shape, its piecewise nature, and its dependence ony1 andσ are motivated by the
(1,∞) constraint and the minimization of the relative entropy in the dual upper bound. There are three piecewise shapes for
q(y2|y1) - (1) shape ofN(−1, σ2) for y2 < d2(y1, σ), (2) constant ford2(y1, σ) ≤ y2 ≤ d1(y1, σ), and (3) shape ofN(1, σ2)
for y2 > d1(y1, σ). These shapes are weighted by the fractionsa(y1, σ), b(y1, σ) andc(y1, σ).



15

If y1 is large and negative, thenx1 = 1 with high probability and this impliesx2 = 0 with high probability because of the
(1,∞) constraint. Therefore, for large negative values ofy1, q(y2|y1) can be of the shape ofN(1, σ) for significant values of
y2 by choosing the value of the functiond(y1, σ) and the fractionsa(y1, σ), b(y1, σ) andc(y1, σ) appropriately. As the value
of y1 increases and becomes large and positive, the probability of x1 = 0 increases to 1. So,x2 can be 0 or 1 with some
nonzero probability as per the(1,∞) constraint. So, asy1 increases, the functiond(y1, σ) needs to increase to positive values.
There are similar heuristics used to motivate the other aspects of q(y2|y1).

Consider the class of functions

Fα[1:4]
(y1, σ) =

α1e
y1/σ

2

+ α2e
−y1/σ

2

α3ey1/σ2 + α4e−y1/σ2 , (51)

whereαi, 1 ≤ i ≤ 4, are real-valued parameters. After some experimentation,we have found that the functionsd1, ∆, a
andb can be chosen from the above class of functions with some suitable restrictions on the values of parametersα[1:4]. The
tanh-like choice is motivated by the form of the posterior probabilities over the BIAWGN channel, which have thetanh form.
In our computations, we use the following setF for the choice of the functionsd1, ∆, a andb:

F = {d1,∆, a, b :
d1 ∈ Fδ[1:4](y1, σ), δ2 ∈ [−1, 1], δ1, δ2, δ3 ∈ [0, 1],

∆ ∈ F∆[1:4]
(y1, σ), ∆i ∈ [0, 1],

a ∈ Fα[1:4]
(y1, σ), αi ∈ [0, 1],

b ∈ Fβ[1:4]
(y1, σ), βi ∈ [0, 1],

max

(

α1

α3
,
α2

α4

)

+max

(

β1
β3
,
β2
β4

)

≤ 1}.

The above choices allowd1 to be negative and ensures that∆ is positive and thata, b and c = 1 − a − b are nonnegative
fractions adding to 1.

Using the dual bound corollary, we obtain the bound

C(1,∞)(σ) ≤ min
d1,∆,a,b∈F :

T (01)+T (10)=2T (00)

T (00). (52)

The above problem is non-linear, and local minima can be found using numerical optimization procedures. This bound is
plotted in Fig. 7 as the(1,∞)-constrained upper bound. The lower bound is by using the method of [2].

For the unconstrained BIAWGN(σ2) channel, the dual upper bound is evaluated using the following test distribution

q(y) =



































1− a(σ)

2Ψ−1,σ(−∞,−∆(σ))
ψ−1,σ(y), y < −∆(σ),

a(σ)

2∆(σ)
, |y| ≤ ∆(σ),

1− a(σ)

2Ψ1,σ(∆(σ),∞)
ψ1,σ(y), y > ∆(σ).

(53)

parameterized by a positive real-valued function∆(σ) anda(σ) is a function taking values in[0, 1] and will be chosen to get
the best bound. The relative entropyD

(

pY |X( · |x) || q( · )
)

for both x = 0, 1 simplifies to the following expression:

D
(

pY |X( · |x) || q( · )
)

/ log2 e =
(

1−Ψ1,σ(−∆,∆)
)

loge
2Ψ1,σ(∆,∞)

1− a
+Ψ1,σ

(

−∆,∆
)

loge
2∆

a
√
2πσ

+ (54)

2

σ2
Ψ1,σ(−∞,−∆) + 2ψ1,σ(−∆)+

1

2
[(∆− 1)ψ1,σ(∆) + (∆ + 1)ψ1,σ(−∆)−Ψ1,σ(−∆,∆)] ,

where the dependence of∆ and a on σ is suppressed in the notation to reduce clutter. From the above, it is seen that the
choice

a(σ) = Ψ1,σ(−∆(σ),∆(σ)) (55)

minimizes the relative entropy. The upper bound on the capacity of the unconstrained BIAWGN channel, shown in Fig. 7, is
obtained by settinga(σ) as in (55) and numerically finding the best∆(σ) that minimizes (54).
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V. CONCLUDING REMARKS

The dual capacity bound is useful in scenarios where characterizing the exact capacity is difficult. In particular, restricting the
test distributions to those that satisfy the Karush-Kuhn-Tucker (KKT) conditions on the capacity-achieving output distribution
appears to be an important idea for obtaining tight bounds with simple characterizations. In this paper, KKT-constrained test
distributions were explored for runlength constrained binary channels.

For runlength constrained channels, the KKT constraint is converted into a condition on the metrics of cycles in the state
diagram. For larger memory of the test distribution, the state diagram has many cycles and computation complexity of the
method increases, but, interestingly, the bounds for low memory appear to be tight in many cases of theoretical and practical
interest. Characterizing the gap between the upper bound and achievable rates analytically is an interesting problem to pursue
in the future. Extending the method to other channels with memory, such as the Inter Symbol Interference (ISI) channel, is
another interesting avenue for future work.
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APPENDIX: LANGRANGIAN COMPUTATIONS

A. (1,∞)-BEC(ǫ): Theorem 3 - Part (1)

For the optimization problem in (38), the Lagrangian is defined as follows:

L = T (00) + λ(T (01) + T (10)− 2T (00)),

= (1 − 2λ)T (00) + λT (01) + λT (10). (56)

The partial derivative ofL with respect toα simplifies as follows:

(loge 2)
∂L

∂α
= (1− 2λ)

−ǫ(1− ǫ)

α
+ λ

ǫ(1− ǫ)

α
+ λ

−ǫ(1− ǫ)

α

= ǫ(1− ǫ)

[

λ

1− α
− 1− λ

α

]

. (57)

Equating to zero, we get
α = 1− λ. (58)

Similarly, equating the partial derivative ofL with respect toβ to zero, we get

λ =
1− β

2− β
. (59)

Using (58) and (59) in the objective functionT (00) and the constraintT (00)+ T (01)− 2T (00) = 0, we get the statement of
Theorem 3 - Part (1).
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B. (1,∞)-BEC(ǫ): Theorem 3 - Part (2)

The metrics inG2
1,∞ are as follows:

T (000) = (1− ǫ)3 log2
1

α00
+ ǫ(1− ǫ)2 log2

1

α0?
+ ǫ(1− ǫ)2 log

1

α?0
+ ǫ2(1− ǫ) log2

1

α??
,

T (100) = (1− ǫ)3 log2
1

α10
+ ǫ(1− ǫ)2 log2

1

α1?
+ ǫ(1− ǫ)2 log

1

α?0
+ ǫ2(1− ǫ) log2

1

α??
,

T (010) = ǫ(1− ǫ)2 log2
1

α0?
+ ǫ2(1 − ǫ) log2

1

α??
,

T (001) = (1− ǫ)3 log2
1

α00
+ ǫ(1− ǫ)2 log2

1

α0?
+ ǫ(1− ǫ)2 log

1

α?0
+ ǫ2(1− ǫ) log2

1

α??
,

T (100) = (1− ǫ)3 log2
1

α10
+ ǫ(1− ǫ)2 log2

1

α1?
+ ǫ(1− ǫ)2 log

1

α?0
+ ǫ2(1− ǫ) log2

1

α??
.

The Lagrangian for the optimization problem in (39) is

L =(1− 2λ1 − 3λ3)T (000) + (λ1 + λ2)T (010) + λ1T (101) + λ2T (100) + λ2T (001). (60)

Equating the partial derivatives with respect toαrs, (rs) ∈ {00, 0?, ?0, ??, 10, 1?}, we obtain the following relationships:

α00 = 1− λ2
1− 2λ1 − 2λ2

, α0? = 1− λ2
1− λ1 − λ2

,

α?0 = 1− λ1 + λ2
1− λ1 − λ2

, α?? = 1− λ1 − λ2,

α10 =
λ2

λ1 + λ2
, α1? =

λ1
λ1 + λ2

.

Setting β = α00 and α = α??, we express all variables in terms ofα and β. Expressing the objective function and the
constraints in terms ofα andβ and simplifying results in the statement of Theorem 3 - Part (2).

C. (1, 2)-BEC(ǫ): Theorem 4

1) Part (1): The metrics inG1
1,2 are as follows:

T (001) = ǫ(1− ǫ)2 log2
1

α0?
+ ǫ(1− ǫ)2 log2

1

α?0
+ ǫ2(1 − ǫ) log2

1

α??

T (010) = ǫ(1− ǫ)2 log2
1

α0?
+ ǫ2(1 − ǫ) log2

1

α??

T (100) = (1− ǫ)3 log2
1

α10
+ ǫ(1− ǫ)2 log2

1

α?0
+ ǫ(1− ǫ)2 log2

1

α1?
+ ǫ2(1 − ǫ) log2

1

α??

T (101) = (1− ǫ)3 log2
1

α10
+ ǫ(1− ǫ)2 log2

1

α?0
+ ǫ(1− ǫ)2 log2

1

α1?
+ ǫ2(1− ǫ) log2

1

α??

The Lagrangian for the optimization problem in (41) can be written as

L =
1

2
(T (010) + T (101)) + λ(T (010) + 3T (101)− 2T (100)− 2T (001))

= (
1

2
+ λ)T (010) + (

1

2
+ 3λ)T (101)− 2λT (100)− 2λT (001). (61)

Equating partial derivatives ofL with respect to the parametersαrs, (rs) ∈ {10, 0?, ?0, 1?, ??}, we get

α10 = α1? =
4λ

1− 2λ
, α0? =

1− 2λ

1 + 2λ
,

α?0 =
4λ

1 + 2λ
, α?? =

1

2
+ λ.

Settingβ = α10 = 1−6λ
1−2λ , we express all variables in terms ofβ. Expressing the objective function and the constraint in terms

of β and simplifying results in the statement of Theorem 4 - Part (1).
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2) Part (2): The metrics inG2
1,2 are as follows:

T (0101) = (1− ǫ)

[

ǫ3 log2
1

α???
+ ǫ2(1 − ǫ)(log2

1

α0??
+ log2

1

α??0
)+

((1 − ǫ)3 + 3ǫ(1− ǫ)2 + ǫ2(1− ǫ)) log2
1

α010

]

,

T (0100) = (1− ǫ)

[

ǫ3 log2
1

α???
+ ǫ2(1− ǫ)(log2

1

α0??
+ log2

1

α??0
)+

((1 − ǫ)3 + 3ǫ(1− ǫ)2 + ǫ2(1− ǫ)) log2
1

α010

]

,

T (1010) = (1− ǫ)

[

ǫ3 log2
1

α???
+ ǫ(1− ǫ)2 log2

1

α10?
+ ǫ2(1− ǫ)(log2

1

α?0?
+ log2

1

α1??
)

]

,

T (0010) = (1− ǫ)

[

ǫ3 log2
1

α???
+ ǫ2(1− ǫ)(log2

1

α0??
+ log2

1

α?0?
)

]

,

T (1001) = (1− ǫ)

[

ǫ3 log2
1

α???
+ ǫ(1− ǫ)2 log2

1

α10?
+ ǫ2(1− ǫ)(log2

1

α??0
+ log2

1

α?0?
+ log2

1

α1??
)

]

.

The Lagrangian for the optimization problem in (43) can be written as follows:

L =
1

2
(T (0101) + T (1010)) + λ(2T (0010) + 2T (0100) + 2T (1001)− 3T (0101)− 3T (1010))

= (
1

2
− 3λ)(T (0101) + T (1010)) + 2λ(T (0010) + T (0100) + T (1001)). (62)

Equating partial derivatives ofL with respect to the parametersαrst, rst ∈ {010, 10?, 0??, ?0?, ??0, 1??, ???}, we get

α010 =
4λ

1− 2λ
, α10? = α1?? =

1− 6λ

1− 2λ
,

α0?? =
8λ

1 + 2λ
, α??0 =

4λ

1 + 2λ
,

α?0? =
1− 2λ

1 + 2λ
, α??? =

1

2
+ λ.

Settingβ = α010 = 1−6λ
1−2λ , we express all variables in terms ofβ. Expressing the objective function and the constraint in terms

of β and simplifying results in the statement of Theorem 4 - Part (2).

D. (d,∞)-BEC(ǫ): Theorem 5

The metrics in the graphGd
d,∞ can be written as follows:

T (u00) =

d
∑

k=0

(

d

k

)

ǫk(1− ǫ)d−k+1 log2
1

αk
,

T (ui0) =

d
∑

k=1

(

d− 1

k − 1

)

ǫk(1− ǫ)d−k+1 log2
1

αk
,

T (u01) =

d
∑

k=0

(

d

k

)

ǫk(1− ǫ)d−k+1 log2
1

αk
,

The Lagrangian for the optimization problem in (46) is

L = T (u00) + λ(T (u01) +

d
∑

i=1

T (ui0)− (d+ 1)T (u00)). (63)

Equating partial derivatives ofL with respect to the parametersαk, 0 ≤ k ≤ d, we get

αk =
(d− k + 1)λ− 1

(d− k)λ− 1
. (64)

Expressing all variables in terms ofα0 and simplifying the objective function and the constraint results in the statement of
Theorem 5.
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