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#### Abstract

Motivated by applications in distributed storage, the notion of a locally recoverable code (LRC) was introduced a few years back. In an LRC, any coordinate of a codeword is recoverable by accessing only a small number of other coordinates. While different properties of LRCs have been well-studied, their performance on channels with random erasures or errors has been mostly unexplored. In this paper, we analyze the performance of LRCs over such stochastic channels. In particular, for input-symmetric discrete memoryless channels, we give a tight characterization of the gap to Shannon capacity when LRCs are used over the channel. Our results hold for a general notion of LRCs that correct multiple local erasures.


## 1 Introduction

A code $\mathcal{C}$, a collection of vectors, is called locally recoverable (or repairable) with locality $r$, if content of any coordinate can be recovered by accessing only $r$ other coordinates [13, 26]. Locally recoverable codes have been the subject of intense research, including constructions [32, 5, 34, [27], bounds [6, 1, 33] and generalizations [35, 28, 29, 23, 25, 31, 27, 18].

Formally, a $q$-ary code $\mathcal{C}$ of length $n$, cardinality $M$, and distance $d$ is a set of $M$ length- $n$ vectors over an alphabet $Q,|Q|=q$, with minimum pairwise Hamming distance $d$. The quantity $k=\log _{q} M$ is called the dimension of $\mathcal{C}$, and $R=\frac{1}{n} \log _{q} M$ is called the rate of the code. If $Q$ is a finite field and $\mathcal{C}$ is a linear subspace of $Q^{n}$ then $k$ is the dimension of $\mathcal{C}$ as a vector space. Below, $[n] \equiv\{1, \ldots, n\}$, and for any $x \in Q^{n}, x_{i}$ is the projection of $x$ in the $i$ th coordinate. By extension, for any $I \subseteq[n], x_{I}$ is the projection of $x$ onto the coordinates of $I$.

Definition 1. A code $\mathcal{C} \subset Q^{n}$ is locally recoverable code (LRC) with locality $r$ if every coordinate $i \in\{1,2, \ldots, n\}$ is contained in a subset $\mathcal{R}_{i} \subseteq[n]$ of size $r+1$ such that there is a function $\phi_{i}: Q^{r} \rightarrow Q$ with the property that for every codeword $c=\left(c_{1}, c_{2}, \ldots, c_{n}\right) \in \mathcal{C}$

$$
\begin{equation*}
c_{i}=\phi_{i}\left(c_{j_{1}}, \ldots, c_{j_{r}}\right), \tag{1}
\end{equation*}
$$

[^0]where $j_{1}<j_{2}<\cdots<j_{r}$ are the elements of $\mathcal{R}_{i} \backslash\{i\}$. We use the notation $(n, k, r)$ to refer to a code of length $n$, dimension $k$ and locality $r$.

This definition has been extended in [27], which has been since widely used e.g. [7, 35, 9].
Definition 2. A code $\mathcal{C} \subset Q^{n}$ of cardinality $q^{k}$ is said to have the $(\rho, r)$ locality property (to be an ( $n, k, r, \rho$ ) LRC) where $\rho \geq 2$, if each coordinate $i \in[n]$ is contained in a subset $\mathcal{R}_{i} \subset[n]$ of size at most $r+\rho-1$ such that the restriction $\mathcal{C}_{\mathcal{R}_{i}}$ of the code $\mathcal{C}$ to the coordinates in $\mathcal{R}_{i}$ forms a code of distance at least $\rho$. Notice that the values of any $\rho-1$ coordinates of $\mathcal{R}_{i}$ are determined by the values of the remaining $\left|\mathcal{R}_{i}\right|-(\rho-1) \leq r$ coordinates, thus enabling local recovery. $\mathcal{R}_{i}$ is called the repair group of coordinate $i$.

Over the past decade, many features of locally recoverable codes were examined, most notably the minimum distance of LRC codes, e.g. [13, 6, 33]. However, optimal lengths and symbol-size were also well-studied [19, 15, 8]. Initially, research focused on codes with large alphabets, but interest has also shifted to studying binary and other small alphabet LRCs, both in terms of the bounds and constructions possible with the use of cyclic and algebraic properties of codes [16, 14, 17, 4]. It has been suggested that binary codes are efficient for storage, and while the origins of LRCs can be traced back to distributed storage systems, they have also become a topic of theoretical interest on their own. Many recent studies have focused on developing bounds and constructions of codes with local repair properties, not only for their potential use in distributed storage, but also as an intellectual exercise.

Aside from constructing LRCs, much of the research in this field has focused on determining the optimal error-correction capability of LRCs. Typically, the error/erasure correction capability of a code is represented by its minimum distance, under the assumption of an adversarial error model. However, an arguably more common scenario is one in which errors and erasures occur randomly. Despite this, there has been relatively little research conducted in that direction.

In this paper, we investigate the maximum achievable rate of locally repairable codes such that reliable transmission is possible over a discrete memoryless channel (DMC). Surprisingly, with the exception for [24], no paper deals with this quite basic theoretical question. In [24] it was shown that for a binary erasure channel (BEC) with erasure probability $p$ (Shannon capacity $1-p)$, to achieve a rate of $1-p-\epsilon$, the locality must scale as $\Theta\left(\log \frac{1}{\epsilon}\right)$. While the constant within $\Theta(\cdot)$ is not clear, the method therein also does not extend to binary symmetric channel (BSC) or other binary-input memoryless channels or the generalized notion of LRCs.

In this work, we perform a finer and through analysis of the gap to capacity for LRCs. For a discrete memoryless channel given by a input-output stochastic transition matrix $1 W$, let $\operatorname{Cap}(W)$ be the Shannon capacity of the channel, and $\operatorname{Cap}(W, r)$ to be the capacity of the channel where we are constrained to use only a locally repairable code with locality $r$, and $\rho=2$ (Definition (1). Let us define,

$$
\operatorname{Gap}(W, r) \equiv \operatorname{Cap}(W)-\operatorname{Cap}(W, r)
$$

[^1]An impossibility result in this regard gives a lower bound on the gap, while an achievability scheme gives an upper bound on the gap. Our results for LRCs with parameter $r$ (Definition (1) are summarized in Table 1. Here, $h(x) \equiv-x \log _{2} x-(1-x) \log _{2}(1-x)$ is the binary entropy function. While the results hold for binary-input channels, it is not difficult to extend the for the $q$-ary case. For the BEC and BSC, the results are also plotted in Fig. 1 for $r=2$. Note that, we are able to exactly calculate the capacity for BEC, while we have tight upper and lower bounds for BSC.

Table 1: The gap to capacities of LRCs over binary-input symmetric DMCs for $\rho=2$

| Channel | Lower Bound on $\operatorname{Gap}(W, r)$ | Upper Bound on $\operatorname{Gap}(W, r)$ |
| :---: | :---: | :---: |
| $\operatorname{BEC}(p)$ | $\frac{(1-p)^{r+1}}{r+1}$ | $\frac{(1-p)^{r+1}{ }^{*}}{r+1}$ |
| $\operatorname{BSC}(p)$ | $\frac{(1-h(p))^{r+1}}{r+1}$ | $\frac{1}{r+1}\left(1-h\left(\frac{1-(1-2 p)^{r+1}}{2}\right)\right)^{\dagger}$ |
| General $W$ | $\frac{\operatorname{Cap}(W)^{r+1}}{r+1}$ | $\frac{1}{r+1}\left(1-h\left(\frac{1-\left(1-2 h^{-1}(1-\operatorname{Cap}(W))\right)^{r+1}}{2}\right)\right)$ |

* also achievable by linear codes.
${ }^{\dagger}$ we conjecture this bound to be tight.
It is of interest to compare the results of Table 1 with the results on rate vs. minimum distance trade-off for LRCs from existing literature. Note that, even in standard errorcorrecting codes, and in asymptotics, the upper and lower bounds on the rate vs. minimum distance trade-off do not match. This is reflected in corresponding bounds for LRCs too [6]. Moreover, for LRCs these bounds can be quite cumbersome [1]. One insightful (though suboptimal) bound maybe the Gilbert-Varshamov-type bound presented in [6, Eq. (12)], which says that there exists a family of $(n, R n, r, 2)$-LRC with minimum distance $\delta n$, such that

$$
R \geq 1-h(\delta)-\frac{\log _{2}\left(1+(1-2 \delta)^{r+1}\right)}{r+1}
$$

The "gap" from the actual Gilbert-Varshamov bound here is $\frac{1}{r+1} \log _{2}\left(1+(1-2 \delta)^{r+1}\right)$, which bears similarity with the analogous terms of Table 1 .

To prove the lower and upper bounds for BEC we rely on simple information inequalities and random coding methods. The main idea behind the converse bound is that if a coordinate of a codeword and its repair group are both unerased then there is redundant information. It is difficult to extend the converse bounding arguments to other channels. However in some sense BEC is the 'best' channel among all binary input memoryless symmetric channels [20]. We can use that fact to lower bound the gap to capacity for more general channels including BSC. A random coding method for BSC also gives the upper bound on gap to capacity for any binary input channels by the same argument, as BSC is the 'worst' among all in the same sense. This notion of 'best' and 'worst' channels are formalized and discussed in detail later.

We also analyze the capacity of LRCs with the more general definition (cf. Definition (2). While the information theoretic methods for converse bound extends for this general case, the random coding bounds for achievability becomes trickier, and for $\rho>2$, the upper and lower bounds, even for erasure channel, starts to diverge. Nonetheless, for $\rho=3$ we have


Figure 1: Capacities of Locally Recoverable Codes with locality $r=2$ (and $\rho=2$ ) over BEC and BSC.
a tight closed form expressions for both the bounds. The main idea for these achievability results is to use code concatenation [11]. We use a small (constant) length code with a prescribed minimum distance as an inner code of the concatenated code construction. This guarantees the local repair property. The outer code is a random code. The achievable rate of this construction that guarantees a vanishing probability of error is proportional to the mutual information $I(X ; Y)$ where $X$ is chosen uniformly at random from the inner code, and $Y$ is the output of the channel when $X$ is the input. For BEC, this quantity can be concisely expressed by the so-called rank (Tutte) polynomial of the local codes formed by the repair groups, and for BSC it depends on the coset weight distributions of the local codes. We provided pointers to these results in Table 2,

Table 2: Pointers to results for capacity of $(n, k, r, \rho)$ LRC, general $\rho$

| Channel | Achievability | Converse |
| :---: | :---: | :---: |
| $\operatorname{BEC}(p)$ | Theorem [3 | Theorem 2 |
| $\operatorname{BSC}(p)$ | Theorem [7 | Theorem [6] |

The paper is organized as follows. In Section 2, we describe some concepts and definitions that are going to be used in the rest of the paper. Sections 3 and 4 deal with the binary erasure and binary symmetric channels respectively, while Sec. 5 deals with other binary input channels.

## 2 Some Coding Theoretic Concepts

In this paper, we consider only binary codes. A code of length $n$ is usually denoted by $\mathcal{C} \in\{0,1\}^{n}$. Let $A(n, d)$ be the maximum possible size of a code $\mathcal{C} \subseteq\{0,1\}^{n}$ of minimum distance $d$. Let the least possible redundancy in a code of length $n$ and distance $d$ be denoted by $\mu(n, d) \equiv n-\log _{2} A(n, d)$.

We will use the standard information theoretic notion of channel capacity. Let $\mathcal{C}$ be a code and $X_{1}^{n} \equiv\left(X_{1}, \ldots, X_{n}\right)$ be a randomly and uniformly chosen codeword (we write $\left.X_{1}^{n} \sim \operatorname{Unif}(\mathcal{C})\right)$. Let $Y_{1}^{n} \in \mathcal{Y}^{n}$ be the output of the discrete memoryless channel $W$ when $X_{1}^{n}$ is the input. Suppose $f: \mathcal{Y}^{n} \rightarrow \mathcal{C}$ be a decoding algorithm for $\mathcal{C}$. The average probability of error is defined to be:

$$
P(\mathcal{C})=\mathbb{E}_{X_{1}^{n} \sim \operatorname{Unif}(\mathcal{C})} \operatorname{Pr}\left(f\left(Y_{1}^{n}\right) \neq X_{1}^{n}\right)
$$

The capacity of the binary input discrete-memoryless channel $W$ is defined to be,

$$
\operatorname{Cap}(W)=\inf _{\epsilon>0} \limsup _{n \rightarrow \infty} \max _{\mathcal{C} \subseteq\{0,1\}^{n}: \exists f \mathrm{~s} . \mathrm{t} . P(\mathcal{C})<\epsilon} \frac{\log _{2}|C|}{n}
$$

The capacity of LRCs is defined in the similar way:

$$
\operatorname{Cap}(W, r, \rho)=\inf _{\epsilon>0} \limsup _{n \rightarrow \infty} \max _{\substack{\mathcal{C} \subseteq\{0,1\}^{n}: \exists f \text { s.t. } P(\mathcal{C})<\epsilon \\ \mathcal{C} \text { is }(n, k, r, \rho) \operatorname{LRC}}} \frac{k}{n}
$$

For BEC and BSC with parameter $p$, the capacities are $1-p$ and $1-h(p)$ respectively. We use some shorthands. For BEC and BSC with parameter $p$, we write the respective LRC capacities as $\mathrm{Cap}_{\mathrm{BEC}}(p, r, \rho)$ and $\mathrm{Cap}_{\mathrm{BSC}}(p, r, \rho)$.

We will also be needing the notion of the rank polynomial of a linear code for our results. Suppose $\mathcal{C}$ is a linear code of length $n$ and dimension $k$. This means $\mathcal{C}$ has a $k \times n$ generator matrix $G$ of rank $k$. For a subset of indices $I \subseteq\{1,2, \ldots, n\}$, let $G_{I}$ denote the $k \times|I|$ submatrix of $G$ that contains the columns with indices in $I$. Let $E(u, v)$ be the number of $k \times u$ submatrices of $G$ with rank $v$, i.e.,

$$
E(u, v)=\mid\left\{I:|I|=u, \text { rank of } G_{I}=v\right\} \mid .
$$

The rank polynomial of the code $\mathcal{C}$ is defined by [3],

$$
U(x, y)=\sum_{u=0}^{n} \sum_{v=0}^{k} E(u, v) x^{u} y^{v}
$$

As described in [3], this polynomial is closely related to the Tutte polynomial of the vector matroid of the code, and as such satisfies some nice properties.

Since a linear code $\mathcal{C} \subseteq\{0,1\}^{n}=\mathbb{F}_{2}^{n}$ is a subgroup of the additive group of the vector space, the translates or cosets of the code partitions $\mathbb{F}_{2}^{n}$ and are of equal size. There are $2^{n} /|\mathcal{C}|$ cosets, denoted by $\mathcal{C}^{i}, i=0,2, \ldots, 2^{n} /|\mathcal{C}|-1$. Let $A_{w}^{(i)}$ be the number of vectors of Hamming weight $w$ in the $\operatorname{coset} \mathcal{C}^{i}, i=0,1,2, \ldots, \frac{2^{n}}{|\mathcal{C}|}-1$. The coset weight enumerator of the code is defined by:

$$
A^{(i)}(x, y)=\sum_{w=0}^{n} A_{w}^{(i)} x^{n-w} y^{w}
$$

Last, but not the least, we need the concept of "more capable channels". All the channels below are discrete memoryless channels.
Definition 3. A channel $X \rightarrow Y$ is said to be more capable than another channel $X \rightarrow Z$ if for any input distribution on $X$,

$$
I(X ; Y) \geq I(X ; Z)
$$

It is known that among the binary-input symmetric discrete memoryless channels of same capacity BSC is the least capable and BEC is the most capable [12]. The following can be derived from [20]. This result also follows from [10, ex. 16, p. 116].

Proposition 1. Suppose the channel $X \rightarrow Y$ is more capable than the channel $X \rightarrow Z$, and a code $\mathcal{C}$ of rate $R$ achieves a probability of error $\epsilon$ over the channel $X \rightarrow Z$. Then there exists a code $\mathcal{C}^{\prime} \subseteq \mathcal{C}$ of rate $R-\delta$ that achieves a probability of error $\epsilon^{\prime}$ over $X \rightarrow Y$, where $\delta, \epsilon^{\prime} \rightarrow 0$ as $\epsilon \rightarrow 0$.

## 3 LRC Capacity of the Binary Erasure Channel

Our first result concerns the LRC capacity for the special case of $\rho=2$, i.e., the usual LRCs. In this case we can exactly compute the capacity of LRCs on the BEC.

Theorem 1. The capacity of $L R C$ with locality $r$ over $B E C(p)$ is given by:

$$
\operatorname{Cap}_{\mathrm{BEC}}(p, r, 2)=1-p-\frac{(1-p)^{r+1}}{r+1}
$$

This theorem can be proved as a corollary to the following converse and achievability results.

Theorem 2. For generalized LRCs, the following holds:
$\operatorname{Cap}_{\mathrm{BEC}}(p, r, \rho) \leq 1-p-\frac{(1-p)^{r}}{r+\rho-1} \sum_{t=0}^{\mu(r+\rho-1, \rho)-1}(\mu(r+\rho-1, \rho)-t)\binom{r+\rho-1}{t} p^{t}(1-p)^{\rho-1-t}$.
Plugging in $\rho=2$ in the above theorem, and noting that $\mu(r+1,2)=r+1-r=1$, we obtain

$$
\mathrm{Cap}_{\mathrm{BEC}}(p, r, 2) \leq 1-p-\frac{(1-p)^{r+1}}{r+1}
$$

which proves the converse bound for Theorem [1.
The achievability result follows next.
Theorem 3. Suppose there exists a linear code $\mathcal{A}$ of length $r+\rho-1$ and minimum distance $\rho$. Let $U(x, y)$ be the rank polynomial of $\mathcal{A}$. Then

$$
\operatorname{Cap}_{\mathrm{BEC}}(p, r, \rho) \geq\left.\frac{p^{r+\rho-1}}{r+\rho-1} \frac{\partial}{\partial y} U\left(\frac{1-p}{p}, y\right)\right|_{y=1}
$$

Theorems 2and 3 are proved later in this section. Note that, the single parity check code of length $r+1$ has distance 2. Plugging $\rho=2$ in the above result, Theorem 3, we should obtain a lower bound on $\operatorname{Cap}_{\mathrm{BEC}}(p, r, 2)$. But for this we have to obtain the rank polynomial of the parity check code. First of all, note that, for the single parity check code of length $r+1$,

$$
E(u, v)= \begin{cases}1 & u=r+1, v=r \\ \binom{r+1}{u} & u \leq r, v=u \\ 0 & \text { otherwise }\end{cases}
$$

Therefore,

$$
\begin{aligned}
U(x, y) & =\sum_{u=0}^{r+1} \sum_{v=0}^{r} E(u, v) x^{u} y^{v} \\
& =\sum_{u=0}^{r}\binom{r+1}{u} x^{u} y^{u}+x^{r+1} y^{r} \\
& =(1+x y)^{r+1}-(x y)^{r+1}+x^{r+1} y^{r} .
\end{aligned}
$$

Differentiating, we find

$$
\begin{aligned}
\left.\frac{\partial U(x, y)}{\partial y}\right|_{y=1} & =(r+1) x(1+x)^{r}-(r+1) x^{r+1}+r x^{r+1} \\
& =(r+1) x(1+x)^{r}-x^{r+1}
\end{aligned}
$$

Using the theorem above,

$$
\operatorname{Cap}_{\mathrm{BEC}}(p, r, 2) \geq p^{r+1} \frac{1-p}{p} \frac{1}{p^{r}}-\frac{(1-p)^{r+1}}{r+1}=1-p-\frac{(1-p)^{r+1}}{r+1}
$$

which proves the achievability part of Theorem [1. It turns out that the achievability result still holds when the code in question is restricted to be linear.

Theorem 4. For any $\varepsilon>0$, there exists a family of linear ( $n, R n, r$ ) LRC codes with rate

$$
R \geq 1-p-\frac{(1-p)^{r+1}}{r+1}-\varepsilon
$$

that when used over a $B E C(p)$ results in a probability of error that goes to 0 with $n$.
Proof. To see this, randomly choose a $k \times n$ generator matrix in the following way. Partition the set of $n$ coordinates into $\frac{n}{r+1}$ groups of size $r+1$ each. For each group chose $r$ columns randomly and uniformly from $\{0,1\}^{k}$. The $r+1$ st column of each group is just the coordinatewise modulo- 2 sum of all the other $r$ columns of the group. If $n$ is not divisible by $r+1$, then neglect the remainder $\leq r$ coordinate, i.e., repeat the same symbol ( 0 or 1 ) in those coordinates. Since this will not lead to an asymptotic reduction in rate, let us assume that $r+1$ divides $n$.

This random generator matrix defined a random ensemble of locally repairable codes. Let $P(\mathcal{C})$ defines the probability of error of using code $\mathcal{C}$ over $\operatorname{BEC}(p)$. Note that, there will be an error in decoding only when the coordinates not erased by the channel has rank (over $\mathbb{F}_{2}$ ) strictly less than $k$. If we can show that $\mathbb{E}_{\mathcal{C}} P(\mathcal{C}) \rightarrow 0$, i.e., the average (over all linear codes in the ensemble) probability of error goes to 0 , then there must exist codes for which the probability of error goes to 0 .

Let $I \subseteq\{1, \ldots, n\}$ denote the set of non-erased coordinates, and $G_{I}$ denote the submatrix of $G$ with only columns indexed by $I$. Further let $Z_{I}$ be the number of groups from where all the $r+1$ elements are not erased. We have, for any $\epsilon>0$,

$$
P(\mathcal{C})=\sum_{u \subseteq\{1, \ldots, n\}} P_{\mathrm{BEC}}\left(I=u, Z_{I}=z\right) 1\left(\operatorname{rank}\left(G_{I}\right)<k \mid I=u, Z_{I}=z\right)
$$

$$
\begin{aligned}
\leq & \sum_{\substack{u \subseteq\{1, \ldots, n\} \\
|u| \geq n(1-p-\epsilon) \\
z \leq n\left(\frac{1-p)^{r+1}}{r+1}+\epsilon\right)}} P_{\mathrm{BEC}}\left(I=u, Z_{I}=z\right) 1\left(\operatorname{rank}\left(G_{I}\right)<k \mid I=u, Z_{I}=z\right) \\
& +P_{\mathrm{BEC}}(|I|<n(1-p-\epsilon))+P_{\mathrm{BEC}}\left(Z_{I}>n\left(\frac{(1-p)^{r+1}}{r+1}+\epsilon\right)\right) .
\end{aligned}
$$

Note that, the last two terms of the above expression goes to 0 exponentially with $n$ by simple application of Chernoff bound. Therefore,

$$
\mathbb{E}_{\mathcal{C}} P(\mathcal{C}) \leq \sum_{\substack{u \subseteq\{1, \ldots, n\} \\|u| \geq n(1-p-\epsilon) \\ z \leq n\left(\frac{(1-p)^{r+1}}{n^{\dagger}+\epsilon}+\epsilon\right)}} P_{\mathrm{BEC}}\left(I=u, Z_{I}=z\right) P_{\mathcal{C}}\left(\operatorname{rank}\left(G_{I}\right)<k \mid I=u, Z_{I}=z\right)+o(1)
$$

The term $P_{\mathcal{C}}\left(\operatorname{rank}\left(G_{I}\right)<k \mid I=u, Z_{I}=z\right)$ is simply the probability that a $k \times(|u|-z)$ random binary matrix has rank less than $k$. This probability is at most $2^{-(|u|-z-k)}$, see [30, Ex. 3.21]. Therefore,

$$
\mathbb{E}_{\mathcal{C}} P(\mathcal{C}) \leq \sum_{\substack{w \geq n(1-p-\epsilon) \\ z \leq n\left(\frac{(1-p)^{++1}}{r+1}+\epsilon\right)}} P_{\mathrm{BEC}}\left(|I|=w, Z_{I}=z\right) 2^{-(w-z-k)}+o(1)
$$

which will go to 0 exponentially with $n$, as long as, for any $\epsilon>0$,

$$
n(1-p-\epsilon)-n\left(\frac{(1-p)^{r+1}}{r+1}+\epsilon\right) \geq k+\epsilon n
$$

Rearranging the above gives the statement of this theorem.
In the remainder of this section we prove Theorems 2 and 3 .

### 3.1 Converse Bound: Proof of Theorem 2

When a codeword is passed through the BEC, the non-erased coordinates must identify the sent codeword. Hence intuitively it is possible to send $n(1-p)$ bits worth information with a code of length $n$. However, when the code is also an LRC, the non-erased coordinates must contain redundant information. Indeed, if a coordinate and its repair groups are both intact, then the redundant informations in the repair group must be subtracted from to get the optimal code rate. The proof below formalizes this intuition.

Proof of Theorem 圆. Assume that a code $\mathcal{C},|\mathcal{C}|=2^{n R}$ is used over BEC. The random codeword $\left(X_{1}, X_{2}, \ldots, X_{n}\right) \equiv X_{1}^{n}$ was sent over the channel. The received vector is $Z_{1}^{n}$. Let $I \subseteq\{1,2, \ldots, n\}$ denote the erased coordinates.

Using Fano's inequality, the probability of error is given by,

$$
P(\mathcal{C}) \geq \frac{H\left(X_{1}^{n} \mid Z_{1}^{n}\right)-1}{\log |\mathcal{C}|}
$$

Now, note that $H\left(I \mid X_{1}^{n}\right)=H(I)$. Therefore,

$$
\begin{aligned}
H\left(X_{1}^{n} \mid Z_{1}^{n}\right) & =H\left(X_{1}^{n} \mid Z_{1}^{n}, I\right) \\
& =H\left(X_{1}^{n}, Z_{1}^{n}, I\right)-H\left(Z_{1}^{n}, I\right) \\
& =H\left(X_{1}^{n}\right)+H\left(Z_{1}^{n}, I \mid X_{1}^{n}\right)-H(I)-H\left(Z_{1}^{n} \mid I\right) \\
& =H\left(X_{1}^{n}\right)+H\left(I \mid X_{1}^{n}\right)+H\left(Z_{1}^{n} \mid I, X_{1}^{n}\right)-H(I)-H\left(Z_{1}^{n} \mid I\right) \\
& =H\left(X_{1}^{n}\right)+H\left(Z_{1}^{n} \mid I, X_{1}^{n}\right)-H\left(Z_{1}^{n} \mid I\right) \\
& =H\left(X_{1}^{n}\right)+0-H\left(Z_{1}^{n} \mid I\right) \\
& =\log |\mathcal{C}|-H\left(Z_{1}^{n} \mid I\right) .
\end{aligned}
$$

This implies,

$$
P(\mathcal{C}) \geq 1-\frac{H\left(Z_{1}^{n} \mid I\right)+1}{\log |\mathcal{C}|}
$$

Let $J(t)$ be the number of coordinates whose corresponding repair groups have $t$ coordinates erased within them. Every repair group has size at most $r+\rho-1$, which must form a code of length at most $r+\rho-1$ and distance $\rho$. Therefore the number of redundant bits within a repair group is at least $\mu(r+\rho-1, \rho)=r+\rho-1-\log _{2} A(r+\rho-1, \rho)$. Within a repair group, even if $t \leq \rho-1$ coordinates are erased, they can be recovered by the rest of the coordinates. Therefore, for a repair group with $t<\rho-1$ coordinates erased, at least $\mu(r+\rho-1, \rho)-t$ redundant coordinates remain.

Which means,

$$
H\left(Z_{1}^{n} \mid I\right) \leq \mathbb{E}_{\mathrm{BEC}}\left(n-|I|-\frac{L_{I}}{r+\rho-1}\right)
$$

where, the subscript BEC denote that the average is with respect to the randomness in BEC, and

$$
L_{I}=\sum_{t=0}^{\mu(r+\rho-1, \rho)-1} J(t)(\mu(r+\rho-1, \rho)-t) .
$$

Hence,

$$
\begin{aligned}
H\left(Z_{1}^{n} \mid I\right) & \leq n-\mathbb{E}_{\mathrm{BEC}}|I|-\frac{1}{r+\rho-1} \mathbb{E}_{\mathrm{BEC}} L_{I} \\
& =n-n p-\frac{1}{r+\rho-1} \mathbb{E}_{\mathrm{BEC}} L_{I} \\
& =n-n p-\frac{1}{r+\rho-1} \sum_{t=0}^{\mu(r+\rho-1, \rho)-1}(\mu(r+\rho-1, \rho)-t) \mathbb{E}_{\mathrm{BEC}} J(t) .
\end{aligned}
$$

Let us now derive $\mathbb{E}_{\mathrm{BEC}} J(t)$. Let $\chi_{i}$ be the indicator random variable that denotes that the repair group of $i$ th coordinate has $t$ coordinates erased. We have

$$
\operatorname{Pr}\left(\chi_{i}=1\right)=\binom{r+\rho-1}{t} p^{t}(1-p)^{r+\rho-1-t}
$$

Therefore,

$$
\mathbb{E}_{\mathrm{BEC}} J(t)=n\binom{r+\rho-1}{t} p^{t}(1-p)^{r+\rho-1-t}
$$

Plugging this in, we have,
$H\left(Z_{1}^{n} \mid I\right) \leq n-n p-\frac{n}{r+\rho-1} \sum_{t=0}^{\mu(r+\rho-1, \rho)-1}(\mu(r+\rho-1, \rho)-t)\binom{r+\rho-1}{t} p^{t}(1-p)^{r+\rho-1-t}$.
Therefore,

$$
P(\mathcal{C}) \geq 1-\frac{1-p-\frac{(1-p)^{r}}{r+\rho-1} \sum_{t=0}^{\mu(r+\rho-1, \rho)-1}(\mu(r+\rho-1, \rho)-t)\binom{r+\rho-1}{t} p^{t}(1-p)^{\rho-1-t}}{R}-\frac{1}{n R} .
$$

To achieve vanishing probability of error, one must have,

$$
R \leq 1-p-\frac{(1-p)^{r}}{r+\rho-1} \sum_{t=0}^{\mu(r+\rho-1, \rho)-1}(\mu(r+\rho-1, \rho)-t)\binom{r+\rho-1}{t} p^{t}(1-p)^{\rho-1-t}
$$

Example. Consider $\rho=3$ in Theorem 2, From the sphere packing bound (or the Hamming bound),

$$
A(r+2,3) \leq \frac{2^{r+2}}{r+3}
$$

which is achieved by the Hamming codes, when they exist with the parameters. Therefore, $\mu(r+2,3) \geq \log _{2}(r+3)$. Suppose, $r=5$ (since a Hamming code exists with length 7 and distance 3). Then,

$$
\begin{equation*}
\operatorname{Cap}_{\mathrm{BEC}}(p, r=5, \rho=3) \leq 1-p-\frac{(1-p)^{5}}{7}\left(3+8 p+10 p^{2}\right) \tag{2}
\end{equation*}
$$

### 3.2 Achievability: Proof of Theorem 3

We show our achievability result by devising a random code. The key idea is to use codewords of a small local code as the repair groups, by considering them as symbols of some larger alphabet code. The formal proof is below.

Proof of Theorem 3. We will show this by constructing a code. Let $\Delta \equiv r+\rho-1$. Partition the set of $n$ coordinates into $\frac{n}{\Delta}$ groups of size $\Delta$ each. We assume that $\Delta$ divides $n$. However, this assumption is not necessary, as we can neglect the last $<\Delta$ remainder coordinates, with only $<\frac{\Delta}{n} \rightarrow 0$ reduction in rate. Now, consider the $\Delta$ bits of a group as a super-symbol. Consider the input-output channel induced by these super-symbols instead of the BEC. We find the capacity of this super-channel, and then normalize by $\Delta$.

To construct a code with $(\rho, r)$ locality we first choose a fixed code $\mathcal{A}$ of length $\Delta$ and distance $\rho$. Next we construct a random code $\mathcal{C}$ of length $n$. A codeword $c=\left(c_{1}\left|c_{2}\right| \ldots \left\lvert\, c_{\frac{n}{\Delta}}\right.\right)$ of $\mathcal{C}$ is formed by concatenating $\frac{n}{\Delta}$ randomly and uniformly chosen codewords of $\mathcal{A}$ side-byside. This code can be thought of as a concatenated code [11], with $\mathcal{A}$ as the inner code and a random code of length $\frac{n}{\Delta}$ and alphabet size $|\mathcal{A}|$ as the outer code. We can think of this random code being used over a discrete memoryless channel over the larger alphabet of super-symbols. For decoding, we employ a joint-typicality decoder that considers the each
block of $\Delta$ bits as a super-symbol over an alphabet of size $2^{\Delta}$. It is known that the rate of a random code, such that the probability of error goes to zero is given by $I\left(X_{1}^{\Delta} ; Y_{1}^{\Delta}\right)$ (sufficient condition), where $X_{1}^{\Delta}$ is a randomly and uniformly chosen codeword of $\mathcal{A}$ and $Y_{1}^{\Delta}$ is the output of a BEC with flip probability $p$ when the input to the BEC is $X_{1}^{\Delta}$. However this rate of information is achieved by $\Delta$ uses of the binary-input channel. Therefore, the rate of the concatenated code $\mathcal{C}$ that results in vanishing probability of error is:

$$
\frac{1}{\Delta} I\left(X_{1}^{\Delta} ; Y_{1}^{\Delta}\right)
$$

with $X_{1}^{\Delta}, Y_{1}^{\Delta}$ defined as above.
Now we have,

$$
\begin{aligned}
\frac{1}{\Delta} I\left(X_{1}^{\Delta} ; Y_{1}^{\Delta}\right) & =\frac{1}{\Delta}\left(H\left(Y_{1}^{\Delta}\right)-(\Delta) h(p)\right) \\
& =\frac{1}{\Delta} H\left(Y_{1}^{\Delta}\right)-h(p)
\end{aligned}
$$

We can calculate $\operatorname{Pr}\left(Y_{1}^{\Delta}=y_{1}^{\Delta}\right)$ when $\mathcal{A}$ is a linear code. Suppose $E(u, v)$ be the number of subsets of $\{1,2, \ldots, r+\rho-1\}$ of size $u$, such that the generator matrix of $\mathcal{A}$ restricted to only those subsets have rank $v$.

Let within a repair group, the set of erasures induced by the BEC is $S \subseteq\{1,2, \ldots, \Delta\}$. Let $\mathcal{A}_{\bar{S}} \subseteq\{0,1\}^{\Delta-|S|}$ denote the code $\mathcal{A}$ restricted to only the coordinates of $\bar{S} \equiv\{1,2, \ldots, \Delta\} \backslash S$. Let $k_{\bar{S}}$ denote the dimension of $\mathcal{A}_{\bar{S}}$ or the rank of the generator matrix of $\mathcal{A}$ restricted to $\{1,2, \ldots, \Delta\} \backslash S$.

Let $y_{1}^{\Delta} \in\{0,1, ?\}^{\Delta}$ be a binary vector with coordinates $S \subseteq\{1,2, \ldots, \Delta\}$ erased (denoted by ?).

$$
\operatorname{Pr}\left(Y_{1}^{\Delta}=y_{1}^{\Delta}\right)= \begin{cases}p^{|S|}(1-p)^{\Delta-|S|} \frac{1}{\left|\mathcal{A}_{\bar{S}}\right|} & y_{\bar{S}} \in \mathcal{A}_{\bar{S}} \\ 0 & \text { otherwise }\end{cases}
$$

Therefore,

$$
\begin{aligned}
H\left(Y_{1}^{\Delta}\right)= & -\sum_{S \subseteq\{1, \ldots, \Delta\}} 2^{k_{\bar{s}}} p^{|S|}(1-p)^{\Delta-|S|} \frac{1}{2^{k_{\bar{S}}}} \log \left(p^{|S|}(1-p)^{\Delta-|S|} \frac{1}{2^{k_{\bar{S}}}}\right) \\
= & -\sum_{u, v} E(u, v) p^{\Delta-u}(1-p)^{u} \log \left(p^{\Delta-u}(1-p)^{u} \frac{1}{2^{v}}\right) \\
= & -\sum_{u, v} E(u, v) p^{\Delta-u}(1-p)^{u}((\Delta-u) \log p+u \log (1-p)-v) \\
= & -\sum_{u}\binom{\Delta}{u} p^{\Delta-u}(1-p)^{u}((\Delta-u) \log p+u \log (1-p)) \\
& +\sum_{u, v} v E(u, v) p^{\Delta-u}(1-p)^{u} \\
= & -\Delta \log p+(1-p) \Delta \log \frac{p}{1-p}+\sum_{u, v} v E(u, v) p^{\Delta-u}(1-p)^{u} .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\frac{1}{\Delta} I\left(X_{1}^{\Delta} ; Y_{1}^{\Delta}\right) & =h(p)+\frac{1}{\Delta} \sum_{u, v} v E(u, v) p^{\Delta-u}(1-p)^{u}-h(p) \\
& =\frac{1}{\Delta} \sum_{u, v} v E(u, v) p^{\Delta-u}(1-p)^{u} \\
& =\left.\frac{p^{\Delta}}{\Delta} \frac{\partial}{\partial y} U\left(\frac{1-p}{p}, y\right)\right|_{y=1} \\
& =\left.\frac{p^{r+\rho-1}}{r+\rho-1} \frac{\partial}{\partial y} U\left(\frac{1-p}{p}, y\right)\right|_{y=1}
\end{aligned}
$$

where $U(x, y)$ is the rank polynomial of the code $\mathcal{A}$.

Example. While we have calculated the rank polynomial of the single parity-check code earlier, for more general codes it is difficult. However, for optimal distance 3 codes, i.e., Hamming codes, it is possible to derive. Even that is quite cumbersome exercise, however here we outline the method.

The rank polynomials of a code and its dual code are related by a MacWilliams-type identity, see [3]. If $\mathcal{C} \in\{0,1\}^{n}$ and $\mathcal{C}^{\perp} \in\{0,1\}^{n}$ are dual codes of each other with dimensions $k$ and $n-k$, and rank polynomials $U(x, y)$ and $U^{\perp}(x, y)$, respectively, then

$$
U^{\perp}(x, y)=x^{n} y^{n-k} U\left(\frac{1}{x y}, y\right)
$$

The dual of Hamming code is Simplex code, for which the number of subsets of columns of generator matrix with given rank has been calculated in [2] (Barg attributed the result to Laksov, 1965 [21]). Plugging them in, and using the identity above, one obtains the rank polynomial for Hamming codes. Then using Theorem 3, one can bound the generalized LRC capacity of BEC from below. We refrain from reproducing the long expressions here.

Instead it turns out that one can indeed find an expression to bound $\mathrm{Cap}_{\mathrm{BEC}}(p, r, \rho)$ by using the concept of more capable channel, which is more amenable to analysis. We will see this in the subsequent sections. Furthermore, it turns out that the methods of this section extends to other channels. This is what we attempt in the immediate next section.

## 4 LRC Capacity of the Binary Symmetric Channel

Recall that, for a binary symmetric channel with error probability $p$, the Shannon capacity is $1-h(p)$. Recall also that when we are constrained to use a locally recoverable code with locality parameters $r$ and $\rho$ as the code, the capacity is $\operatorname{Cap}_{\mathrm{BSC}}(p, r, \rho)$. For clarity, we first present the usual case of $\rho=2$, followed by the results for general $\rho$, though the first is just a corollary of the later.

Theorem 5. The capacity of LRC with locality r over BSC(p) follows:

$$
1-h(p)-\frac{1}{r+1}\left(1-h\left(\frac{1-(1-2 p)^{r+1}}{2}\right)\right) \leq \operatorname{Cap}_{\mathrm{BSC}}(p, r, 2) \leq 1-h(p)-\frac{(1-h(p))^{r+1}}{r+1}
$$

The converse result for the general $\rho$ is given below. The upper bound for Theorem 5 follows as a corollary.

Theorem 6. Recall that the least possible redundancy of a code of length $n$ and distance $d$ is $\mu(n, d)$. It follows that,
$\operatorname{Cap}_{\mathrm{BSC}}(p, r, \rho) \leq 1-h(p)-\frac{(1-h(p))^{r}}{r+\rho-1} \sum_{t=0}^{\mu(r+\rho-1, \rho)-1}(\mu(r+\rho-1, \rho)-t)\binom{r+\rho-1}{t} h(p)^{t}(1-h(p))^{\rho-1-t}$.
Since $\mu(r+1,2)=1$, substituting above we obtain the upper bound of Theorem 5 5. The proof of Theorem 6 follows from the more general results about binary-input symmetric discrete memoryless channels. We postpone the proof till next section.

Example. Since from the sphere-packing bound $\mu(r+2,3) \geq \log _{2}(r+3)$, we find,

$$
\begin{equation*}
\operatorname{Cap}_{\mathrm{BSC}}(p, 5,3) \leq 1-h(p)-\frac{(1-h(p))^{5}}{7}\left(3+8 h(p)+10 h(p)^{2}\right) \tag{3}
\end{equation*}
$$

Now, we provide the general achievability result.
Theorem 7. Suppose there exists a linear code $\mathcal{A}$ of length $\Delta \equiv r+\rho-1$ and minimum distance $\rho$. Let $A^{(i)}(x, y)$ be the ith coset weight enumerator polynomial of $\mathcal{A}$, $i=0,1,2, \ldots, \frac{2^{\Delta}}{|\mathcal{A}|}-1$. Then

$$
\mathrm{Cap}_{\mathrm{BSC}}(p, r, \rho) \geq \frac{\log |\mathcal{A}|+H\left(\left\{A^{(i)}(1-p, p)\right\}_{i=0}^{\frac{2^{\Delta}}{|,|}-1}\right)}{\Delta}-h(p)
$$

where, $H\left(\left\{p_{i}\right\}_{i=1}^{\ell}\right) \equiv-\sum_{i=1}^{\ell} p_{i} \log _{2} p_{i}$ is the entropy function.
We will prove this result next.

### 4.1 Achievability: Proof of Theorem $[7$

We first prove the achievability part of Theorem 5 which will explain the intuition better. Restating the claim below:

Proposition 2. There exists a family of $(n, R n, r) L R C$ codes with rate

$$
R \geq 1-h(p)-\frac{1}{r+1}\left(1-h\left(\frac{1-(1-2 p)^{r+1}}{2}\right)\right)
$$

that when used over a $B S C(p)$ results in a probability of error that goes to 0 with $n$.
Proof. We will show the above by constructing a code. Again, partition the set of $n$ coordinates into $\frac{n}{r+1}$ groups of size $r+1$ each. As earlier, we can simply neglect the remainder coordinates if $r+1 \nmid n$. Now, consider the $r+1$ bits of a group as a super-symbol. Consider the input-output channel induced by these super-symbols instead of the BSC. We find the capacity of this channel.

Let us choose the codewords in the following way. Within each group $r$ symbols are uniformly and independently (Bernoulli $(1 / 2)$ ) chosen. The last symbol of each group is the modulo- 2 sum of the other $r$ symbols. The rate of this code such that the probability of error being vanishing is given by

$$
\frac{1}{r+1} I\left(X_{1}^{r+1} ; Y_{1}^{r+1}\right)
$$

where $X_{1}^{r+1}, Y_{1}^{r+1}$ represents the $r+1$-bit input and output. Note that we arrive at this rate by considering the group of $r+1$ bits as a supersymbol from an alphabet of size $2^{r}$, and using a joint-typicality decoder. Now we have,

$$
\begin{aligned}
\frac{1}{r+1} I\left(X_{1}^{r+1} ; Y_{1}^{r+1}\right) & =\frac{1}{r+1}\left(H\left(Y_{1}^{r+1}\right)-(r+1) h(p)\right) \\
& =\frac{1}{r+1} H\left(Y_{1}^{r+1}\right)-h(p)
\end{aligned}
$$

We can now calculate $\operatorname{Pr}\left(Y_{1}^{r+1}=y_{1}^{r+1}\right)$.

$$
\begin{aligned}
\operatorname{Pr}\left(Y_{1}^{r+1}\right. & \left.=y_{1}^{r+1}\right)=\sum_{x_{1}^{r+1}} \operatorname{Pr}\left(Y_{1}^{r+1}=y_{1}^{r+1} \mid X_{1}^{r+1}=x_{1}^{r+1}\right) \operatorname{Pr}\left(X_{1}^{r+1}=x_{1}^{r+1}\right) \\
& =\frac{1}{2^{r}} \sum_{x_{1}^{r+1}: \mathrm{wt}\left(x_{1}^{r+1}\right) \text { is even }} \operatorname{Pr}\left(Y_{1}^{r+1}=y_{1}^{r+1} \mid X_{1}^{r+1}=x_{1}^{r+1}\right) \\
& =\frac{1}{2^{r}} \sum_{x_{1}^{r+1}: \mathrm{wt}\left(x_{1}^{r+1}\right) \text { is even }} p^{d_{\mathrm{H}}\left(x_{1}^{r+1}, y_{1}^{r+1}\right)}(1-p)^{r+1-d_{\mathrm{H}}\left(x_{1}^{r+1}, y_{1}^{r+1}\right)} \\
& = \begin{cases}\frac{1}{2^{r}} \sum_{w \text { even }}\binom{r+1}{w} p^{w}(1-p)^{r+1-w}, & \text { when } \mathrm{wt}\left(y_{1}^{r+1}\right) \text { even } \\
\frac{1}{2^{r}} \sum_{w \text { odd }}\binom{r+1}{w} p^{w}(1-p)^{r+1-w}, & \text { when wt }\left(y_{1}^{r+1}\right) \text { odd }\end{cases} \\
& = \begin{cases}\frac{1}{2^{r+1}}\left(1+(1-2 p)^{r+1}\right), & \text { when wt }\left(y_{1}^{r+1}\right) \text { even } \\
\frac{1}{2^{r+1}}\left(1-(1-2 p)^{r+1}\right), & \text { when wt }\left(y_{1}^{r+1}\right) \text { odd }\end{cases}
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
H\left(Y_{1}^{r+1}\right)=- & \frac{2^{r}}{2^{r+1}}\left(1+(1-2 p)^{r+1}\right) \log \frac{\left(1+(1-2 p)^{r+1}\right)}{2^{r+1}} \\
& -\frac{2^{r}}{2^{r+1}}\left(1-(1-2 p)^{r+1}\right) \log \frac{\left(1-(1-2 p)^{r+1}\right)}{2^{r+1}} .
\end{aligned}
$$

After some simplifications, we have

$$
\frac{1}{r+1} I\left(X_{1}^{r+1} ; Y_{1}^{r+1}\right)=1-h(p)-\frac{1}{r+1}\left(1-h\left(\frac{1-(1-2 p)^{r+1}}{2}\right)\right) .
$$

To extend the achievability result for general LRCs with $\rho>2$, we need to ensure that the codewords restricted to each repair group form a code with minimum distance $\rho$. Therefore it makes sense to choose random codewords of a code of distance $\rho$ as disjoint repair blocks to form the overall LRC. For this we need to figure out $H\left(Y_{1}^{r+\rho-1}\right)$ where $Y_{1}^{r+\rho-1}$ is the output of a BEC where the input $X_{1}^{r+\rho-1}$ is a randomly chosen codeword of a fixed code $\mathcal{A}$ of distance $\rho$. If $\mathcal{A}$ is a linear code and the channel is BSC, then the entropy of the output of the channel can be computed if we know the coset weight distribution of the code.

Proof of Theorem 7. To construct a code with $(\rho, r)$ locality we first choose a fixed linear code $\mathcal{A}$ of length $\Delta \equiv r+\rho-1$ and distance $\rho$. Next we construct a random code $\mathcal{C}$ of length $n$. A codeword $c=\left(c_{1}\left|c_{2}\right| \ldots \left\lvert\, c_{\frac{n}{\Delta}}\right.\right)$ of $\mathcal{C}$ is formed by concatenating $\frac{n}{\Delta}$ randomly and uniformly chosen codewords of $\mathcal{A}$ side-by-side. As earlier, we can assume that $n$ is divisible by $\Delta$ without loss of any generality. Again, if we use a joint-typicality decoding then the achievable rate of transmission is given by,

$$
\frac{1}{\Delta} I\left(X_{1}^{\Delta} ; Y_{1}^{\Delta}\right),
$$

where $X_{1}^{\Delta}$ is a randomly and uniformly chosen codeword of $\mathcal{A}$ and $Y_{1}^{\Delta}$ is the output of a BSC with flip probability $p$ when the input to the BSC is $X_{1}^{\Delta}$. Now we have,

$$
\begin{aligned}
\frac{1}{\Delta} I\left(X_{1}^{\Delta} ; Y_{1}^{\Delta}\right) & =\frac{1}{\Delta}\left(H\left(Y_{1}^{\Delta}\right)-(\Delta) h(p)\right) \\
& =\frac{1}{\Delta} H\left(Y_{1}^{\Delta}\right)-h(p)
\end{aligned}
$$

We can calculate $\operatorname{Pr}\left(Y_{1}^{\Delta}=y_{1}^{\Delta}\right)$ when $\mathcal{A}$ is a linear code.

$$
\begin{aligned}
\operatorname{Pr}\left(Y_{1}^{\Delta}=y_{1}^{\Delta}\right) & =\sum_{x_{1}^{\Delta}} \operatorname{Pr}\left(Y_{1}^{\Delta}=y_{1}^{\Delta} \mid X_{1}^{\Delta}=x_{1}^{\Delta}\right) \operatorname{Pr}\left(X_{1}^{\Delta}=x_{1}^{\Delta}\right) \\
& =\frac{1}{|\mathcal{A}|} \sum_{x_{1}^{\Delta} \in \mathcal{A}} \operatorname{Pr}\left(Y_{1}^{\Delta}=y_{1}^{\Delta} \mid X_{1}^{\Delta}=x_{1}^{\Delta}\right) \\
& =\frac{1}{|\mathcal{A}|} \sum_{x_{1}^{\Delta} \in \mathcal{A}} p^{d_{\mathrm{H}}\left(x_{1}^{\Delta}, y_{1}^{\Delta}\right)}(1-p)^{\Delta-d_{\mathrm{H}}\left(x_{1}^{\Delta}, y_{1}^{\Delta}\right)} \\
& =\frac{1}{|\mathcal{A}|} \sum_{w=0}^{\Delta} A_{w}^{(i)} p^{w}(1-p)^{\Delta-w},
\end{aligned}
$$

if $y_{1}^{\Delta}$ belongs to the $i$ th coset of the code, where $A_{w}^{(i)}$ is the number of vectors of Hamming weight $w$ in the $i$ th coset of the code $\mathcal{A}, i=0,1,2, \ldots, \frac{2^{\Delta}}{|\mathcal{A}|}-1$. Recall the coset weight enumerator of the code is given by:

$$
A^{(i)}(x, y)=\sum_{w=0}^{\Delta} A_{w}^{(i)} x^{\Delta-w} y^{w}
$$

Then,

$$
\begin{aligned}
H\left(Y_{1}^{\Delta}\right) & =-\sum_{i=0}^{\frac{2^{\Delta}}{|\mathcal{A}|}-1}|\mathcal{A}| \cdot \frac{1}{|\mathcal{A}|} A^{(i)}(1-p, p) \log \frac{A^{(i)}(1-p, p)}{|\mathcal{A}|} \\
& =-\sum_{i=0}^{\frac{\Delta^{\Delta}}{|\mathcal{A}|}-1} A^{(i)}(1-p, p) \log A^{(i)}(1-p, p)+\log |\mathcal{A}| \sum_{i=0}^{\frac{2^{\Delta}}{\mid \mathcal{A}}-1} A^{(i)}(1-p, p)
\end{aligned}
$$

Now,

$$
\begin{aligned}
\sum_{i=0}^{\frac{2^{\Delta}}{|A|}-1} A^{(i)}(1-p, p) & =\sum_{i=0}^{\frac{2^{\Delta}}{|A|}-1} \sum_{w=0}^{\Delta} A_{w}^{(i)} p^{w}(1-p)^{\Delta-w} \\
& =\sum_{w=0}^{\Delta}\left(\sum_{i=0}^{\frac{2^{\Delta}}{|A|}-1} A_{w}^{(i)}\right) p^{w}(1-p)^{\Delta-w} \\
& =\sum_{w=0}^{\Delta}\binom{\Delta}{w} p^{w}(1-p)^{\Delta-w}=1
\end{aligned}
$$

Therefore,

$$
H\left(Y_{1}^{\Delta}\right)=\log |\mathcal{A}|+H\left(\left\{A^{(i)}(1-p, p)\right\}_{i=0}^{\frac{2^{\Delta}}{\mathcal{A}}-1}\right)
$$

where $H\left(\left\{p_{i}\right\}_{i=1}^{\ell}\right) \equiv-\sum_{i=1}^{\ell} p_{i} \log _{2} p_{i}$. Overall,

$$
\frac{1}{\Delta} I\left(X_{1}^{\Delta} ; Y_{1}^{\Delta}\right)=\frac{\log |\mathcal{A}|+H\left(\left\{A^{(i)}(1-p, p)\right\}_{i=0}^{\frac{2^{\Delta}}{\mid \mathcal{A}}-1}\right)}{\Delta}-h(p)
$$

Example: Hamming code as local codes. By taking the code $\mathcal{A}$ to be the Hamming code of length $\Delta=r+2$, we can therefore have the following result for $\rho=3$, as the coset-weight distribution of Hamming code is known [22]:

$$
\begin{aligned}
\operatorname{Cap}_{\mathrm{BSC}}(p, r, 3) & \geq 1-h(p)-\frac{1}{r+3}\left(1-(1-2 p)^{\frac{r+3}{2}}\right) \log \left(1-(1-2 p)^{\frac{r+3}{2}}\right) \\
& -\frac{1+(r+2)(1-2 p)^{\frac{r+3}{2}}}{(r+2)(r+3)} \log \left(1+(r+2)(1-2 p)^{\frac{r+3}{2}}\right)
\end{aligned}
$$

In particular,

$$
\begin{align*}
\operatorname{Cap}_{\mathrm{BSC}}(p, 5,3) & \geq 1-h(p)-\frac{1}{8}\left(1-(1-2 p)^{4}\right) \log \left(1-(1-2 p)^{4}\right) \\
& -\frac{1+7(1-2 p)^{4}}{56} \log \left(1+7(1-2 p)^{4}\right) \tag{4}
\end{align*}
$$

One can compare this with the converse bound of Eq. 3. Note that the bounds coincide both when $p \rightarrow 0$ and $p \rightarrow \frac{1}{2}$.

As will discussed in detail in the next section, this automatically gives a lower bound on $\mathrm{Cap}_{\mathrm{BEC}}(p, r, 3)$ since BEC is a more capable channel.

$$
\begin{aligned}
\operatorname{Cap}_{\mathrm{BEC}}(p, r, 3) & \geq 1-p-\frac{1}{r+3}\left(1-\left(1-2 h^{-1}(p)\right)^{\frac{r+3}{2}}\right) \log \left(1-\left(1-2 h^{-1}(p)\right)^{\frac{r+3}{2}}\right) \\
& -\frac{1+(r+2)\left(1-2 h^{-1}(p)\right)^{\frac{r+2}{2}}}{(r+2)(r+3)} \log \left(1+(r+2)\left(1-2 h^{-1}(p)\right)^{\frac{r+3}{2}}\right) .
\end{aligned}
$$

At $p=0$ this bound evaluates to $\operatorname{Cap}_{\mathrm{BEC}}(p=0, r, 3) \geq 1-\frac{\log (r+3)}{r+2}$. Note that, from the upper bound we have, $\operatorname{Cap}_{\mathrm{BEC}}(p=0, \rho=3, r) \leq 1-\frac{\log (r+3)}{r+2}$. Therefore the bounds are tight at $p=0$. Similar tightness can be observed as $p \rightarrow 1$.

## 5 General binary input-symmetric channels

The results for general binary input-symmetric channels follow from the converse and achievability results for BEC or BSC because in some sense these channels are the best and worst among the general cases respectively. In fact, the converse for BSC (Theorem 6) also follows from this reasoning. To formalize this, we will use the notion of more capable channel. Since we have an impossibility (converse) result for BEC and an achievability result for BSC, using Prop. [1, we can obtain the following result.

Theorem 8. For any binary-input symmetric discrete memoryless channel $W$,
$\operatorname{Cap}(W)-\frac{1}{r+1}\left(1-h\left(\frac{1-\left(1-2 h^{-1}(1-\operatorname{Cap}(W))\right)^{r+1}}{2}\right)\right) \leq \operatorname{Cap}(W, r, 2) \leq \operatorname{Cap}(W)-\frac{\operatorname{Cap}(W)^{r+1}}{r+1}$.
Proof. For a channel $W$, suppose $\operatorname{Cap}(W)=1-p$. Therefore, a BEC with erasure probability $p$ must be more capable than the channel $W$. There exists an LRC of rate $\operatorname{Cap}(W, r, 2)$ that achieves a vanishing probability of error over the channel $W$. Therefore, there exists an LRC of rate Cap $(W, r, 2)$ that achieves a vanishing probability of error over the BEC of erasure probability $p$. This implies,

$$
\operatorname{Cap}(W, r, 2) \leq 1-p-\frac{(1-p)^{r+1}}{r+1}
$$

which proves the upper bound.
On the other hand, suppose $\operatorname{Cap}(W)=1-h\left(p^{\prime}\right)$. Therefore, a BSC with flip probability $p^{\prime}$ must be less capable than the channel $W$. We know that there exists a code of rate

$$
1-h\left(p^{\prime}\right)-\frac{1}{r+1}\left(1-h\left(\frac{1-\left(1-2 p^{\prime}\right)^{r+1}}{2}\right)\right)
$$

that achieves a vanishing probability of error over the BSC with error probability $p^{\prime}$. Therefore there must exist a code of same rate that achieves a vanishing probability of error over the channel $W$.

Since we have upper and lower bounds for LRCs over BEC and BSC respectively for the general case of $\rho>2$, we can obtain bounds for general binary input discrete memoryless channels via similar argument. We refrain from writing those somewhat clumsy expressions here.

## 6 Conclusion

We have characterized the error-correcting capabilities of optimal locally recoverable codes when used in a setting of stochastic errors and erasures. There are some compelling open problems left to study regarding capacity of LRCs. First of all, for a BSC, the gap to capacity is not exactly characterized for even $\rho=2$. We conjecture that the upper bound on the gap (see Table 1) is tight.

It should be noted that LRCs have been generalized to facilitate multiple (disjoint) repair groups for each candidate e.g. [7, [18, 33]. It will be of interest to see how the capacity scale with that requirement.

Finally, while we do not foresee an obstacle to extend the results for larger alphabets, it would be good to have them documented.
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