# Can Marton Coding Alone Ensure Individual Secrecy? 

Jin Yeong Tan, Lawrence Ong, and Behzad Asadi<br>School of Electrical Engineering and Computing, The University of Newcastle, Newcastle, Australia<br>Email: jinyeong.tan@uon.edu.au, lawrence.ong@newcastle.edu.au, behzad.asadi@uon.edu.au


#### Abstract

For communications in the presence of eavesdroppers, random components are often used in code design to camouflage information from eavesdroppers. In broadcast channels without eavesdroppers, Marton error-correcting coding comprises random components which allow correlation between auxiliary random variables representing independent messages. In this paper, we study if Marton coding alone can ensure individual secrecy in the two-receiver discrete memoryless broadcast channel with a passive eavesdropper. Our results show that in accordance to the principle of Wyner secrecy coding, this is possible and Marton coding alone guarantees individual secrecy. However, this comes with a penalty of requiring stricter channel conditions.
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## I. Introduction

## A. Background

The problem of secure communication over broadcast channels is always of great importance since broadcast channels are widely applicable in wireless communication systems. Some popular works on secure broadcast channel have been presented by Csiszár and Körner [1], Chia and El Gamal [2] as well as Schaefer and Boche [3]. These works [1]-[3] studied cases of two- or three-receiver broadcast channels in which a common message is transmitted to all receivers and a private message is protected from certain receivers. Wyner secrecy coding [4] is employed to achieve security therein. The complexity of the problem increases as we consider the protection of two private messages from an eavesdropper which is not one of the receivers. In this case, Chen et al. [5] proposed a secrecy coding scheme which combines Wyner secrecy coding [4] and Carleial-Hellman secrecy coding [6]; whereas Mansour et al. [7] proposed a secrecy coding scheme which combines Wyner secrecy coding [4] and one-time pad [8]. The works discussed above were also extended to more specific broadcast channels with channel states. For instance, several studies looked into secure communications in broadcast channels with receiver side information at the legitimate receivers which is unknown to the eavesdropper [9]-[13].

From the works discussed above, one can easily notice that regardless of the channel setup, it seems to be a norm for secure broadcasting to be achieved by integrating secrecy techniques into error-correcting coding schemes. Among the secrecy techniques covered in these works are the secret key approach (also known as one-time pad) [8], Wyner secrecy coding [4] and Carleial-Hellman secrecy coding [6]. When
secure broadcasting is necessary, these secrecy techniques are often integrated independently or as a combination to common error-correcting coding scheme for broadcast channels such as the superposition coding scheme [14] and Marton coding scheme [15]. As a consequence of this common practice, there is little knowledge on whether secure broadcasting can be achieved by having only an error-correcting coding scheme.

In regards to this, we have only come across some brief insights in two works. Although two distinct secrecy coding schemes have been proposed by Chen et al. [5] and Mansour et al. [7] for the two-receiver discrete memoryless broadcast channel with a passive eavesdropper, both schemes presented the usage of randomness in error-correcting coding schemes to ensure secrecy. In particular, the random components in Marton coding were utilized to help in message protection. However, this protection can only be achieved when the random components in Marton coding are complemented with other secrecy techniques.

This motivates us to explore if the dependence on additional secrecy techniques in secrecy coding scheme construction can be removed, which means it is possible to use the randomness in Marton coding alone to provide secure communication. It is interesting to see how the Marton coding scheme alone extends itself into the area of secure broadcasting and leads us to new ways of constructing secrecy coding schemes. Throughout this paper, we will also be considering the individual secrecy notion which requires the individual information leakage from each message to the eavesdropper to be vanishing [5], [9], [11], [16]. In short, this paper aims to study if Marton coding alone can ensure individual secrecy and derive the corresponding individual secrecy rate region for the two-receiver discrete memoryless broadcast channel with a passive eavesdropper.

## B. Contributions

Since the usage of only error-correcting coding schemes to ensure secure communication has yet been attempted across any literature in our knowledge, it is necessary for us to identify a proper starting point to our work. We notice that having random components, the Marton coding scheme [15] appears to share structural similarities with the Wyner secrecy coding scheme [4]. Since Wyner secrecy coding is a popular secrecy coding technique that has been widely applied to provide information protection, we draw the hypothesis that Marton coding alone should be able to guarantee secrecy as well. In this paper, we prove that the Marton coding scheme alone


Fig. 1. The two-receiver broadcast channel in the presence of an eavesdropper.
can provide message protection under the notion of individual secrecy. This is possible when certain channel constraints are satisfied during codebook generation. Using this strategy, we derive an inner bound for the two-receiver discrete memoryless broadcast channel with a passive eavesdropper. The ability of Marton coding in ensuring secure communication without the need of additional secrecy techniques is a great observation since it may lead to the construction of simpler and more effective secrecy coding schemes in future works.

## C. Paper Organization

The entire paper will be organized as follows. Section II will focus on the system model. Section III will provide the main results on using Marton coding to ensure individual secrecy. Next, Section IV will present some discussions and conclude the paper.

## II. System Model

In this paper, we will denote random variables by uppercase letters, their corresponding realizations by lowercase letters and their corresponding sets by calligraphic letters. A $n$-sequence of random variables will be denoted by $X^{n}=\left(X_{1}, \ldots, X_{n}\right)$, where $X_{i}$ represents the $i$ th variable in the sequence. $\mathbb{R}^{d}$ represents the $d$-dimensional real Euclidean space and $\mathbb{R}_{+}^{d}$ represents the $d$-dimensional non-negative real Euclidean space. $\mathcal{R}$ will be used to represent a subset of $\mathbb{R}^{d} . \mathbb{Z}$ represents the set of all integers. $\mathcal{T}_{\epsilon}^{(n)}$ represents the set of jointly $\epsilon$-typical $n$ sequences. Meanwhile, $[a: b]$ refers to a set of natural numbers between and including $a$ and $b$, for $a \leq b$. Lastly, the operator $\times$ denotes the Cartesian product.

The paper focuses on the two-receiver discrete memoryless broadcast channel with a passive eavesdropper. The system model for this case is illustrated in Fig. 1. In this model, we define $\left(M_{1}, M_{2}\right)$ as the source messages, $M_{i}$ as the message requested by legitimate receiver $i$, for all $i \in\{1,2\}$. Let $X$ denote the channel input from the sender, while $Y_{i}$ and $Z$ denote the channel output to receiver $i$ and the eavesdropper respectively. In $n$ channel uses, $X^{n}$ represents the transmitted codeword, $Y_{i}^{n}$ represents the signal received by legitimate receiver $i$ and $Z^{n}$ represents the signal received by the eavesdropper. The memoryless (and without feedback) nature of the channel also implies that

$$
\begin{equation*}
p\left(y_{1}^{n}, y_{2}^{n}, z^{n} \mid x^{n}\right)=\prod_{i=1}^{n} p\left(y_{1 i}, y_{2 i}, z_{i} \mid x_{i}\right) \tag{1}
\end{equation*}
$$

In this case, the transmitter will be sending messages $M_{1}$ and $M_{2}$ to legitimate receiver 1 and 2 , respectively through

(a) Marton coding scheme

$$
u_{1}^{n}\left(m_{1}, d_{1}\right): \overbrace{\overbrace{m_{1}}}^{n d_{1}} \begin{gathered}
n R_{1} \\
\hline
\end{gathered}
$$

(b) Wyner secrecy coding scheme

Fig. 2. Comparison between Marton coding scheme and Wyner secrecy coding scheme.
the channel $p\left(y_{1}, y_{2}, z \mid x\right)$. Besides, both messages $M_{1}$ and $M_{2}$ need to be individually protected from the eavesdropper.
Definition 1: A $\left(2^{n R_{1}}, 2^{n R_{2}}, n\right)$ secrecy code for the tworeceiver discrete memoryless broadcast channel consists of:

- two message sets, where $\mathcal{M}_{1}=\left[1: 2^{n R_{1}}\right]$ and $\mathcal{M}_{2}=$ [1: $\left.2^{n R_{2}}\right]$;
- an encoding function, $f: \mathcal{M}_{1} \times \mathcal{M}_{2} \rightarrow \mathcal{X}^{n}$, such that $X^{n}=f\left(M_{1}, M_{2}\right)$; and
- two decoding functions, where $g_{1}: \mathcal{Y}_{1}^{n} \rightarrow \mathcal{M}_{1}$, such that $\hat{M}_{1}=g_{1}\left(Y_{1}^{n}\right)$ at receiver 1 and $g_{2}: \mathcal{Y}_{2}^{n} \rightarrow \mathcal{M}_{2}$, such that $\hat{M}_{2}=g_{2}\left(Y_{2}^{n}\right)$ at receiver 2.
Both messages, $M_{1}$ and $M_{2}$ are assumed to be uniformly distributed over their respective message set. Hence, we have $R_{i}=\frac{1}{n} H\left(M_{i}\right)$, for all $i \in\{1,2\}$. Meanwhile the individual information leakage rate associated with the $\left(2^{n R_{1}}, 2^{n R_{2}}, n\right)$ secrecy code is defined as $R_{\mathrm{L}, i}^{(n)}=\frac{1}{n} I\left(M_{i} ; Z^{n}\right)$, for all $i \in$ $\{1,2\}$. The probability of decoding error for the secrecy code at each receiver $i$ is defined as $P_{\mathrm{e}, i}^{(n)}=\mathrm{P}\left\{\hat{M}_{i} \neq M_{i}\right\}$, for $i \in\{1,2\}$.
A rate pair $\left(R_{1}, R_{2}\right)$ is said to be achievable if given any $\epsilon>0$ and $\tau>0$, there exists $n^{\prime}$ such that for all $n>n^{\prime}$, there exists a sequence of $\left(2^{n R_{1}}, 2^{n R_{2}}, n\right)$ codes satisfying

$$
\begin{align*}
& P_{\mathrm{e}, i}^{(n)} \leq \epsilon, \text { for all } i \in\{1,2\} \text { and }  \tag{2}\\
& R_{\mathrm{L}, i}^{(n)} \leq \tau, \text { for all } i \in\{1,2\} . \tag{3}
\end{align*}
$$

## III. Bridging Marton Coding and Wyner Secrecy Coding

In this section, we will establish a connection between Marton coding [15] and Wyner secrecy coding [4]. More precisely, we will show that Marton coding alone can provide message protection under certain channel conditions even without additional secrecy techniques.

## A. Brief Review of Marton Coding and Wyner Secrecy Coding

Prior to our actual discussion, we will review the Marton coding scheme [15] and the Wyner secrecy coding scheme [4] which are illustrated in Fig. 22. The Marton coding scheme is used while transmitting messages to multiple receivers through the broadcast channel. Considering the two-receiver broadcast channel whereby the transmitter sends $M_{1} \in\left[1: 2^{n R_{1}}\right]$ and $M_{2} \in\left[1: 2^{n R_{2}}\right]$ to receiver 1 and 2 respectively, we see from

(a) Codebook of the Marton coding scheme
(b) Codebook of the Wyner secrecy coding scheme

Fig. 3. Codebook comparison between the Marton coding scheme and the Wyner secrecy coding scheme.

Fig. 2at that the Marton coding scheme comprises two codeword layers $U_{1}^{n}$ and $U_{2}^{n}$ which carry $M_{1}$ and $M_{2}$ respectively. The codeword layers also contain the random components $L_{1} \in$ [ $\left.1: 2^{n R_{l 1}}\right]$ and $L_{2} \in\left[1: 2^{n R_{l 2}}\right]$ which can be chosen to allow $U_{1}^{n}$ and $U_{2}^{n}$ to be arbitrarily dependent while $M_{1}$ and $M_{2}$ are independent.
Meanwhile, the Wyner secrecy coding scheme is used to transmit a message to a single receiver through the wiretap channel in which the message needs to be kept protected from an eavesdropper. As in Fig. 2b, the Wyner secrecy coding scheme comprises the codeword layer $U_{1}^{n}$ which carry $M_{1}$. The Wyner random component $D_{1} \in\left[1: 2^{n R_{d 1}}\right]$ is required to ensure that the eavesdropper gains almost no information about the message sent [4].

## B. An Intuition and the Challenges

Our idea to establish a connection between Marton coding and Wyner secrecy coding originates from a simple observation that both schemes share structural similarities. Notice that both schemes transmit the desired message to the receivers via their respective codewords. Besides, the random components in Marton coding $L_{1}$ and $L_{2}$ also share similarties with the Wyner random component $D_{1}$ since they are formed by generating additional sequences for each message. These similarities thus beg the question: If the Wyner secrecy coding scheme is capable of ensuring secrecy, shouldn't the same apply to the Marton coding scheme?

The answer to this question is not as straightforward as it seems. Although both schemes have similar structures, there is a slight difference during codebook generation which consequently affects the encoding. Applying Wyner secrecy coding to the broadcast channel [1], as seen in Fig. 3b, we will be generating a subcodebook $C_{i}\left(m_{i}\right)$ for each message
$m_{i} \in\left[1: 2^{n R_{i}}\right], i=1,2$. Each subcodebook consists of $2^{n R_{d i}}$ randomly and independently generated sequences $u_{i}^{n}\left(m_{i}, d_{i}\right)$, $d_{i} \in\left[1: 2^{n R_{d i}}\right]$. This codebook will then be revealed to all parties.

On the other hand, as seen in Fig. 3a, the Marton coding scheme [15] undergoes similar codebook generation steps, resulting in subcodebooks which each consists of $2^{n R_{l i}}$ randomly and independently generated sequences $u_{i}^{n}\left(m_{i}, l_{i}\right)$, $l_{i} \in\left[1: 2^{n R_{l i}}\right]$. The difference sets in when the Marton coding scheme requires the $U_{1}^{n}$ and $U_{2}^{n}$ codeword layers to be dependent according to some chosen joint distribution $p_{U_{1} U_{2}}$. This requires a sequence pair $\left(u_{1}^{n}\left(m_{1}, l_{1}\right), u_{2}^{n}\left(m_{2}, l_{2}\right)\right)$ to be preselected in each product subcodebook $C_{1}\left(m_{1}\right) \times C_{2}\left(m_{2}\right)$ for transmission. The codebook together with all preselected sequence pairs will then be revealed to all parties.

The difference above directly impacts the encoding stage. For this discussion, we assume that $M_{1}=1$ is sent and consider only the subcodebook $C_{1}(1)$. We will also assume $2^{n R_{d 1}}=2^{n R_{l 1}}$. As illustrated in Fig. 4b, to transmit the message, Wyner secrecy coding [4] allows the encoder to randomly choose one of the $2^{n R_{l 1}} u_{1}^{n}\left(1, l_{1}\right)$ sequences in the subcodebook $C_{1}(1)$ according to the uniform distribution. The large number of remaining $u_{1}^{n}\left(1, l_{1}\right)$ sequences can then act as random components to confuse the eavesdropper. This is the essence behind ensuring message protection Wyner secrecy coding.
In Marton coding [15], the encoder does not enjoy the same freedom in sequence selection which is observed in Wyner secrecy coding [4]. For instance, assume that we also fix $M_{2}=1$, from subcodebook $C_{1}(1)$, the encoder can only choose the $u_{1}^{n}\left(1, l_{1}\right)$ sequence that forms a preselected sequence pair with $u_{2}^{n}\left(1, l_{2}\right)$. For ease of discussion, we let the sequence be $u_{1}^{n}(1,1)$.

In order for Marton coding [15] to achieve message protection in the same manner as Wyner secrecy coding [4], we need to ensure that aside from the sequence $u_{1}^{n}(1,1)$, we still have additional $u_{1}^{n}\left(1, l_{1}\right), l_{1} \neq 1$, sequences that can act as random components to confuse the eavesdropper. This is possible if upon considering $C_{1}(1)$ across all $C_{2}\left(m_{2}\right)$, we have a large

$$
\left.\begin{gathered}
\leq 2^{n R_{l 1}} \text { (fixed) } \\
\text { preselected } \\
u_{1}^{n}\left(1, l_{1}\right) \text { sequences }
\end{gathered} \right\rvert\, \begin{gathered}
\bullet \bullet \bullet \\
C_{1}(1)
\end{gathered}
$$

(a) Subcodebook $C_{1}(1)$ of the Marton coding scheme

(b) Subcodebook $C_{1}(1)$ of the Wyner secrecy coding scheme

Fig. 4. Single subcodebook comparison between the Marton coding scheme and the Wyner secrecy coding scheme.


Fig. 5. Problem model.
number of or ideally $2^{n R_{l 1}}$ distinct $u_{1}^{n}\left(1, l_{1}\right)$ sequences that form preselected sequence pairs with $u_{2}^{n}\left(m_{2}, l_{2}\right)$. A sample of this scenario is illustrated in Fig. 4a

As a continuity of the idea, if we aim to bridge Marton coding [15] and Wyner secrecy coding [4], the following questions need to be answered: Considering each subcodebook $C_{i}\left(m_{i}\right), i \in 1,2$, in $n$ channel uses, are there sufficiently large numbers of distinct $u_{i}^{n}\left(m_{i}, l_{i}\right)$ sequences that form preselected sequence pairs? Is each $u_{i}^{n}\left(m_{i}, l_{i}\right)$ sequence equally likely to be in the preselected sequence pairs? Are there any conditions that we must impose to achieve these requirements?

## C. Problem Model

Since each subcodebook $C_{i}\left(m_{i}\right)$ is randomly and independently generated for each message $m_{i}, i=1,2$, it is sufficient for us to consider a single $C_{1}$ subcodebook. The analysis will apply to all remaining $C_{1}$ and $C_{2}$ subcodebooks as well. Our problem model is illustrated in Fig. 5 This is part of the Marton coding codebook in Fig. 3 a after preselecting the sequence pairs. In this case, we consider the $C_{1}(1)$ subcodebook across all $2^{n R_{2}}$ $C_{2}\left(m_{2}\right)$ subcodebooks. Note that the product subcodebook $C_{1}(1) \times C_{2}\left(m_{2}\right)$ for each $m_{2}$ contains one preselected sequence pair as required by Marton coding. Our goal here is to identify the number of distinct $u_{1}^{n}\left(1, l_{1}\right)$ sequences that form preselected sequence pairs and to determine if each $u_{1}^{n}\left(1, l_{1}\right)$ sequence is equally likely to be in the preselected sequence pairs across all $2^{n R_{2}} C_{2}\left(m_{2}\right)$ subcodebooks.
In order to simplify our analysis, it is important to take note that our problem model only considers codebook generations which have approximately all $u_{1}^{n}$ and $u_{2}^{n}$ sequences in their respective typical sets. More precisely, the codebook generations of interest satisfy the following properties:

- In every $v=2^{n R_{1}} C_{1}\left(m_{1}\right)$ subcodebook that contains $t^{\prime}=$ $2^{n R_{l 1}} u_{1}^{n}$ sequences, with probability $\geq 1-\epsilon_{1}^{\prime}$, we have $t=\left(1-\epsilon_{1}^{\prime}\right) 2^{n R_{l 1}}$ typical $u_{1}^{n}$ sequences, i.e., $u_{1}^{n} \in \mathcal{T}_{\epsilon_{1}^{\prime}}^{(n)}\left(U_{1}\right)$, - In every $s=2^{n R_{2}} C_{2}\left(m_{2}\right)$ subcodebook that contains $q^{\prime}=$ $2^{n R_{l 2}} u_{2}^{n}$ sequences, with probability $\geq 1-\epsilon_{2}^{\prime}$, we have $q=\left(1-\epsilon_{2}^{\prime}\right) 2^{n R_{l 2}}$ typical $u_{2}^{n}$ sequences, i.e., $u_{2}^{n} \in \mathcal{T}_{\epsilon_{2}^{\prime}}^{(n)}\left(U_{2}\right)$, where we set $\epsilon_{1}^{\prime} \rightarrow 0$ and $\epsilon_{2}^{\prime} \rightarrow 0$ as $n \rightarrow \infty$. By the union of events bound [14], with probability of at least


Fig. 6. Equivalent ball placement experiment.
$1-\left(v \epsilon_{1}^{\prime}+s \epsilon_{2}^{\prime}\right)$, all $C_{1}\left(m_{1}\right)$ and $C_{2}\left(m_{2}\right)$ subcodebooks satisfy the two properties above, for all $m_{1} \in[1: v]$ and $m_{2} \in[1: s]$.

Our definition of the problem model originates from a simple observation. Note that the main criteria for sequence pair preselection in Marton coding requires some $u_{1}^{n}$ and $u_{2}^{n}$ sequences to be jointly typical, i.e., $\left(u_{1}^{n}, u_{2}^{n}\right) \in \mathcal{T}_{\epsilon^{\prime}}^{(n)}$. By the properties of jointly typical sequences [14], this also implies that the preselected $u_{1}^{n}$ and $u_{2}^{n}$ sequences should be in their respective typical sets, i.e., $u_{1}^{n} \in \mathcal{T}_{\epsilon_{1}^{\prime}}^{(n)}\left(U_{1}\right)$ and $u_{2}^{n} \in \mathcal{T}_{\epsilon_{2}^{\prime}}^{(n)}\left(U_{2}\right)$ with $\epsilon^{\prime}=\min \left\{\epsilon_{1}^{\prime}, \epsilon_{2}^{\prime}\right\}$. By limiting our problem model to such specific codebook generations, we gain the advantage of using existing numerical bounds to aid in our calculations. Although this also indicates that we are only working with a subset of all codebook generations, we will show that it is sufficient to prove the existence of at least one codebook that is both decoding-good and secrecy-good.

## D. Equivalent Ball Placement Experiment

In order to simplify the notations in our proofs, we temporarily represent our problem model with the ball placement experiment illustrated in Fig. 6. Defining each $u_{1}^{n}(1, j)$ position across all $C_{2}\left(m_{2}\right)$ as a single bin $S(j)$, each product subcodebook $C_{1}(1) \times C_{2}\left(m_{2}\right)$ is now equivalent to a collection of $t$ bins, i.e., $\{S(j): j \in[1: t]\}$. Mimicking the outcome of sequence pair preselection in Marton coding, the experiment then involves placing a ball randomly and uniformly into one of the $t$ bins. This process will be repeated independently for $s$ times, corresponding to the independence of sequence pair preselection between each product subcodebook.

Ideally, in order to achieve a similar degree of randomness provided by Wyner secrecy coding, we would like the $s$ number of balls to be uniformly distributed across the $t$ bins after $s$ trials. Let $p_{S j}^{(s)}$ be defined as

$$
\begin{equation*}
p_{S j}^{(s)}:=\frac{\text { number of balls in the } j \text { th bin after } s \text { trials }}{s \text { trials }} . \tag{4}
\end{equation*}
$$

For all $j \in[1: t]$, we want $p_{S j}^{(s)} \rightarrow 1 / t$, with probability tending to one, as $n \rightarrow \infty$.

Using the ball placement experiment as a reference, we will derive Lemma 1 and Lemma 2. First, we provide a bound on the probability for a ball to be placed in a bin as shown in Lemma 1.

Lemma 1: The probability for a ball to be placed in the $j$ th bin in the $i$ th trial is lower bounded by $\frac{p_{l}}{t}$ and upper bounded by $\frac{p_{u}}{t}$, where $p_{l}=\left(1-\epsilon^{\prime}\right)^{2} 2^{-n 2 \epsilon^{\prime} \gamma}, p_{u}=\left(1-\epsilon^{\prime}\right)^{-2} 2^{n 2 \epsilon^{\prime} \gamma}$ and $\gamma=H\left(U_{2} \mid U_{1}\right)+H\left(U_{2}\right)$.

Proof of Lemma 1. Refer to Appendix A.
Using Lemma 1] we now provide a bound on the uniformity of $p_{S j}^{(s)}$ across the $t$ bins after $s$ trials as follows:

Lemma 2: For any real number $k>0$,

$$
\begin{equation*}
\mathrm{P}\left(\bigcap_{j=1}^{t}\left|p_{S j}^{(s)}-\mathrm{E}\left[p_{S j}^{(s)}\right]\right|<k \sigma_{j}\right) \geq 1-\frac{t^{\prime}}{k^{2}}, \tag{5}
\end{equation*}
$$

where $\sigma_{j}$ is the standard deviation of $p_{S j}^{(s)}$.
Proof of Lemma 2. Refer to Appendix B.

## E. Sufficient Conditions to Bridge Marton Coding and Wyner Secrecy Coding

Reverting from the ball placement experiment to the problem model, we apply Lemma 2 to all remaining $C_{1}$ and $C_{2}$ subcodebooks. With this, we will bound the entropy term $H\left(L_{i} \mid M_{i}\right)$ and obtain the sufficient conditions to bridge Marton coding and Wyner secrecy coding. For some choice of $\epsilon_{1}^{\prime}, \epsilon_{2}^{\prime}$ and $k$, Lemma 3 holds true.

Lemma 3: If

$$
\begin{equation*}
R_{1}>2 R_{l 2} \text { and } R_{2}>2 R_{l 1} \tag{6}
\end{equation*}
$$

then

$$
\begin{equation*}
\mathrm{P}\left(H\left(L_{i} \mid M_{i}\right) \geq n p_{l} R_{l i}-\epsilon_{i}\right) \geq 1-\epsilon_{0}, \tag{7}
\end{equation*}
$$

where $p_{l} \rightarrow 1, \epsilon_{i} \rightarrow 0$ and $\epsilon_{0} \rightarrow 0$ as $n \rightarrow \infty$, for all $i \in\{1,2\}$.

Proof of Lemma 3. Refer to Appendix C.
Satisfying the constraints in (6) ensures that for all $i \in\{1,2\}$, the probability of each of the following events tends to one as $n \rightarrow \infty$ :

- The number of distinct $u_{i}^{n}\left(m_{i}, l_{i}\right)$ sequences that form preselected sequence pairs tends to $2^{n R_{l i}}$,
- Over a random selection of $M_{j}, j \neq i, L_{i}$ for which $u_{i}^{n}\left(m_{i}, L_{i}\right)$ form a preselected sequence pair is asymptotically uniformly distributed.
This shows that asymptotically, with probability tending to one, in each message subcodebook of the Marton coding scheme, approximately all $u_{1}^{n}\left(m_{1}, l_{1}\right)$ and $u_{2}^{n}\left(m_{2}, l_{2}\right)$ sequences are equally likely to form the preselected sequence pairs. This indicates that the random components in Marton coding can play the role of Wyner random components to confuse the eavesdropper. This in turn shows that the Marton coding scheme alone is capable of providing some basic message protection.


## F. Achievable Individual Secrecy Rate Region

The Marton coding scheme achieves the individual secrecy rate region $\mathcal{R}$ in Theorem 1

Theorem 1: Using Marton coding, the following individual secrecy rate region is achievable for the two-receiver discrete memoryless broadcast channel with a passive eavesdropper:

$$
\mathcal{R} \triangleq\left\{\begin{array}{l|l}
\left(R_{1}, R_{2}\right) & \begin{array}{l}
R_{1}<\min \left\{I\left(U_{1} ; Y_{1}\right)-I\left(U_{1} ; Z\right),\right. \\
\\
\left.2 I\left(U_{1}, Y_{1}\right)-2 I\left(U_{1}, U_{2}\right)\right\}, \\
R_{2}<\min \left\{I\left(U_{2} ; Y_{2}\right)-I\left(U_{2} ; Z\right),\right. \\
\left.2 I\left(U_{2}, Y_{2}\right)-2 I\left(U_{1}, U_{2}\right)\right\}, \\
R_{1}+R_{2}<I\left(U_{1} ; Y_{1}\right)+I\left(U_{2} ; Y_{2}\right) \\
-I\left(U_{1} ; U_{2}\right), \\
R_{1}>2 I\left(U_{2} ; Z\right), \\
R_{2}>2 I\left(U_{1} ; Z\right), \\
R_{1}+R_{2}>2 I\left(U_{1} ; U_{2}\right), \\
\text { over all } p\left(u_{1}, u_{2}\right) p\left(x \mid u_{1}, u_{2}\right) .
\end{array}
\end{array}\right\}
$$

Proof of Theorem 17. Refer to Appendix Dfor the complete proof.

Remark 1: The individual secrecy rate region in Theorem 1 imposes three lower bounds that seemingly bound the region away from the $R_{1}$ and $R_{2}$ axes. However, we note that any rate points that are potentially excluded due to these lower bounds can be recovered by noting that if $\left(R_{1}, R_{2}\right)$ is achievable, so is ( $R_{1}-\lambda_{1}, R_{2}-\lambda_{2}$ ) for any $0 \leq \lambda_{1} \leq R_{1}$ and $0 \leq \lambda_{2} \leq R_{2}$. In order to see this, simply inject additional randomness to the transmitted messages, i.e., by taking $M_{i}^{\prime}=\left(M_{i}, T_{i}\right)$ where $M_{i} \in\left[1: 2^{n R_{i}}\right], T_{i} \in\left[1: 2^{n R_{t i}}\right]$ and $R_{i}^{\prime}=R_{i}+R_{t i}$, for all $i \in\{1,2\}$.

## IV. Discussion and Conclusion

Ultimately, the results in this paper shows that Marton coding [15] allows us to achieve message protection through individual secrecy. Here, we once again emphasize that the random components in Marton coding $L_{1}$ and $L_{2}$ can play a role in message protection at the cost of two additional constraints in (6). By satisfying these additional constraints, we can guarantee that in each message subcodebook, approximately all $u_{1}^{n}\left(m_{1}, l_{1}\right)$ and $u_{2}^{n}\left(m_{2}, l_{2}\right)$ sequences form the preselected sequence pairs required by Marton coding. This scenario provides us with sufficient $u_{1}^{n}\left(m_{1}, l_{1}\right)$ and $u_{2}^{n}\left(m_{2}, l_{2}\right)$ sequences which can act as random components to confuse the eavesdropper even when the encoder has a strict encoding rule. Our results provides us with an individual secrecy rate region that is potentially larger than those by Chen et al. [5] and Mansour et al. [7]. This can be observed since the secrecy coding schemes by Chen et al. [5] and Mansour et al. [7] do not achieve any positive rate when reduced to Marton coding only.

In addition, we provide an intuition that with Marton coding alone, joint secrecy might not be achieved. The joint secrecy notion requires the joint information leakage from both message to the eavesdropper to be vanishing [11], [16]. This requirement is difficult to be satisfied by Marton coding due to the dependency between the $U_{1}^{n}$ and $U_{2}^{n}$ codewords.

In conclusion, the utilization of the Marton coding scheme [15] to ensure individual secrecy is desirable since it
may provide additional message protection, complementing other secrecy techniques. This reduces the complexity of coding schemes, especially when we are dealing with channels with a large number of receivers. It thus opens the opportunity to derive new secrecy coding schemes that performs better than existing ones. Nonetheless, we will further investigate the ease of implementation and compare the performance of this strategy in future works.

## Appendix A

In this section, we will present the proof of Lemma 1
Proof of Lemma T. By the properties of jointly typical sequences |14|, given any sequence $u_{1}^{n} \in \mathcal{T}_{\epsilon_{1}^{1}}^{(n)}\left(U_{1}\right)$, we define $p_{b}$ as the probability that a $u_{2}^{n}$ sequence is jointly typical with $u_{1}^{n}$ such that

$$
\begin{equation*}
p_{b}:=\frac{\left|\mathcal{T}_{\epsilon^{\prime}}^{(n)}\left(U_{2} \mid u_{1}^{n}\right)\right|}{\left|\mathcal{T}_{\epsilon^{\prime}}^{(n)}\left(U_{2}\right)\right|} \tag{8}
\end{equation*}
$$

Using existing bounds on the terms in the numerator and denominator [14], we have the lower bound on $p_{b}$ as

$$
\begin{align*}
p_{b} & \geq \frac{\left(1-\epsilon^{\prime}\right) 2^{n\left(1-\epsilon^{\prime}\right) H\left(U_{2} \mid U_{1}\right)}}{2^{n\left(1+\epsilon^{\prime}\right) H\left(U_{2}\right)}} \\
& =\left(1-\epsilon^{\prime}\right) 2^{-n\left[I\left(U_{1} ; U_{2}\right)+\epsilon^{\prime}\left(H\left(U_{2} \mid U_{1}\right)+H\left(U_{2}\right)\right)\right]} \\
& \stackrel{(\text { a }}{=}\left(1-\epsilon^{\prime}\right) 2^{-n\left[I\left(U_{1} ; U_{2}\right)+\epsilon^{\prime} \gamma\right]} \tag{9}
\end{align*}
$$

and the upper bound on $p_{b}$ as

$$
\begin{align*}
p_{b} & \leq \frac{2^{n\left(1+\epsilon^{\prime}\right) H\left(U_{2} \mid U_{1}\right)}}{\left(1-\epsilon^{\prime}\right) 2^{n\left(1-\epsilon^{\prime}\right) H\left(U_{2}\right)}} \\
& =\left(1-\epsilon^{\prime}\right)^{-1} 2^{-n\left[I\left(U_{1} ; U_{2}\right)-\epsilon^{\prime}\left(H\left(U_{2} \mid U_{1}\right)+H\left(U_{2}\right)\right)\right]} \\
& \stackrel{(b)}{=}\left(1-\epsilon^{\prime}\right)^{-1} 2^{-n\left[I\left(U_{1} ; U_{2}\right)-\epsilon^{\prime} \gamma\right]}, \tag{10}
\end{align*}
$$

where (a) and (b) follows by defining $\gamma:=H\left(U_{2} \mid U_{1}\right)+H\left(U_{2}\right)$.
Now, referring to the ball placement experiment, for all $i \in[1: s]$ and $j \in[1: t]$, we define $A_{i, j}$ as the random variable representing the number of jointly typical sequence pairs (before preselection) in the $j$ th bin in the $i$ th trial. The expected value of $A_{i, j}, \mathrm{E}\left[A_{i, j}\right]$ is calculated as

$$
\begin{align*}
\mathrm{E}\left[A_{i, j}\right] & =\sum_{u_{2}^{n} \in S(j)} p_{b} \\
& =p_{b} q . \tag{11}
\end{align*}
$$

Upon substituting (9) into (11), we have the lower bound on $\mathrm{E}\left[A_{i, j}\right]$ as

$$
\begin{equation*}
\mathrm{E}\left[A_{i, j}\right] \geq\left(1-\epsilon^{\prime}\right) 2^{-n\left[I\left(U_{1} ; U_{2}\right)+\epsilon^{\prime} \gamma\right]_{q} .} \tag{12}
\end{equation*}
$$

Upon substituting (10) into (11), we have the upper bound on $\mathrm{E}\left[A_{i, j}\right]$ as

$$
\begin{equation*}
\mathrm{E}\left[A_{i, j}\right] \leq\left(1-\epsilon^{\prime}\right)^{-1} 2^{-n\left[I\left(U_{1} ; U_{2}\right)-\epsilon^{\prime} \gamma\right]_{q} .} \tag{13}
\end{equation*}
$$

We also define $B_{i}$ as the random variable representing the number of jointly typical sequence pairs (before preselection) in all $t$ bins in the $i$ th trial. The expected value of $B_{i}, \mathrm{E}\left[B_{i}\right]$ is

$$
\begin{align*}
\mathrm{E}\left[B_{i}\right] & =t\left(\sum_{u_{2}^{n} \in S(j)} p_{b}\right) \\
& =p_{b} q t . \tag{14}
\end{align*}
$$

Upon substituting (9) into (14), we have the lower bound on $\mathrm{E}\left[B_{i}\right]$ as

$$
\begin{equation*}
\mathrm{E}\left[B_{i}\right] \geq\left(1-\epsilon^{\prime}\right) 2^{-n\left[I\left(U_{1} ; U_{2}\right)+\epsilon^{\prime} \gamma\right]} q t . \tag{15}
\end{equation*}
$$

Upon substituting (10) into (14), we have the upper bound on $\mathrm{E}\left[B_{i}\right]$ as

$$
\begin{equation*}
\mathrm{E}\left[B_{i}\right] \leq\left(1-\epsilon^{\prime}\right)^{-1} 2^{-n\left[I\left(U_{1} ; U_{2}\right)-\epsilon^{\prime} \gamma\right]} q t \tag{16}
\end{equation*}
$$

Next, we define the indicator random variable $G_{i, j}$ such that $G_{i, j}:= \begin{cases}1 & \text { if a ball is placed in the } j \text { th bin in the } i \text { th trial, } \\ 0 & \text { otherwise. }\end{cases}$
We are interested in calculating the upper and lower bound on $\mathrm{P}\left(G_{i, j}=1\right)$ which can be defined as

$$
\begin{equation*}
\mathrm{P}\left(G_{i, j}=1\right):=\frac{\mathrm{E}\left[A_{i, j}\right]}{\mathrm{E}\left[B_{i}\right]} \tag{17}
\end{equation*}
$$

Upon substituting (12) and (16) and into (17), we have the lower bound on $\mathrm{P}\left(G_{i, j}=1\right)$ as

$$
\begin{align*}
\mathrm{P}\left(G_{i, j}=1\right) & \geq \frac{\left(1-\epsilon^{\prime}\right) 2^{-n\left[I\left(U_{1} ; U_{2}\right)+\epsilon^{\prime} \gamma\right]} q}{\left(1-\epsilon^{\prime}\right)^{-1} 2^{-n\left[I\left(U_{1} ; U_{2}\right)-\epsilon^{\prime} \gamma\right]} q t} \\
& =\frac{\left(1-\epsilon^{\prime}\right)^{2} 2^{-n 2 \epsilon^{\prime} \gamma}}{t} \\
& \stackrel{\text { (c) }}{=} \frac{p_{l}}{t}, \tag{18}
\end{align*}
$$

where (c) follows by defining $p_{l}:=\left(1-\epsilon^{\prime}\right)^{2} 2^{-n 2 \epsilon^{\prime} \gamma}$. Upon substituting (13) and (15) into (17), we have the upper bound on $\mathrm{P}\left(G_{i, j}=1\right)$ as

$$
\begin{align*}
\mathrm{P}\left(G_{i, j}=1\right) & \leq \frac{\left(1-\epsilon^{\prime}\right)^{-1} 2^{-n\left[I\left(U_{1} ; U_{2}\right)-\epsilon^{\prime} \gamma\right]} q}{\left(1-\epsilon^{\prime}\right) 2^{-n\left[I\left(U_{1} ; U_{2}\right)+\epsilon^{\prime} \gamma\right]} q t} \\
& =\frac{\left(1-\epsilon^{\prime}\right)^{-2} 2^{n 2 \epsilon^{\prime} \gamma}}{t} \\
& \stackrel{\text { (d) }}{=} \frac{p_{u}}{t} \tag{19}
\end{align*}
$$

where (d) follows by defining $p_{u}:=\left(1-\epsilon^{\prime}\right)^{-2} 2^{n 2 \epsilon^{\prime} \gamma}$. This completes the proof of Lemma 1 .

## Appendix B

In this section, we will present the proof of Lemma 2
Proof of Lemma 2. Corresponding to the numerator in definition (4), we define $J_{j}$ as the random variable representing the number of balls in the $j$ th bin after $s$ trials such that

$$
\begin{equation*}
J_{j}:=\sum_{i=1}^{s} G_{i, j} \tag{20}
\end{equation*}
$$

where $G_{i, j}$ is the indicator random variable defined in Appendix A.

Now, we calculate the expected value of $J_{j}$.

$$
\begin{align*}
\mathrm{E}\left[J_{j}\right] & \stackrel{(\text { a) }}{=} \mathrm{E}\left[\sum_{i=1}^{s} G_{i, j}\right] \\
& \stackrel{(\text { b) }}{=} \sum_{i=1}^{s} \mathrm{E}\left[G_{i, j}\right] \\
& =\sum_{i=1}^{s} \mathrm{P}\left(G_{i, j}=1\right) \\
& \stackrel{(\text { c) })}{\geq} \sum_{i=1}^{s} \frac{p_{l}}{t} \\
& =\frac{p_{l} s}{t}, \tag{21}
\end{align*}
$$

where (a) follows from substituting (20), (b) follows from the linearity of expected value and (c) follows from Lemma 1. This gives us the lower bound on the expected value of $J_{j}$.

Next, we calculate the variance of $J_{j}$ which is defined as

$$
\begin{equation*}
\operatorname{Var}\left[J_{j}\right]:=\mathrm{E}\left[J_{j}^{2}\right]-\left(\mathrm{E}\left[J_{j}\right]\right)^{2} \tag{22}
\end{equation*}
$$

Calculating the first term $\mathrm{E}\left[J_{j}^{2}\right]$, we have

$$
\begin{align*}
\mathrm{E}\left[J_{j}^{2}\right] & \stackrel{(\mathrm{d})}{=} \mathrm{E}\left[\left(\sum_{i=1}^{s} G_{i, j}\right)^{2}\right] \\
& =\mathrm{E}\left[\left(\sum_{i=1}^{s} G_{i, j}\right)\left(\sum_{k=1}^{s} G_{k, j}\right)\right] \\
& =\mathrm{E}\left[\left(\sum_{i=1}^{s} G_{i, j}\right)\left(G_{i, j}+\sum_{k \neq i}^{s} G_{k, j}\right)\right] \\
& =\mathrm{E}\left[\sum_{i=1}^{s} G_{i, j}^{2}+\sum_{i=1}^{s} \sum_{k \neq i}^{s} G_{i, j} G_{k, j}\right] \\
& \stackrel{(\mathrm{e})}{=} \mathrm{E}\left[\sum_{i=1}^{s} G_{i, j}^{2}\right]+\mathrm{E}\left[\sum_{i=1}^{s} \sum_{k \neq i}^{s} G_{i, j} G_{k, j}\right] \\
& \stackrel{(\mathrm{f})}{=} \sum_{i=1}^{s} \mathrm{E}\left[G_{i, j}^{2}\right]+\sum_{i=1}^{s} \sum_{k \neq i}^{s} \mathrm{E}\left[G_{i, j} G_{k, j}\right], \tag{23}
\end{align*}
$$

where (d) follows from substituting (20) while both (e) and (f) follows from the linearity of expected value. Moving on, we need to calculate $\mathrm{E}\left[G_{i, j}^{2}\right]$ and $\mathrm{E}\left[G_{i, j} G_{k, j}\right]$. Since $G_{i, j} \in$ $\{0,1\}$,

$$
\begin{align*}
\mathrm{E}\left[G_{i, j}^{2}\right] & =\mathrm{E}\left[G_{i, j}\right] \\
& =\mathrm{P}\left(G_{i, j}=1\right) \\
& \stackrel{(\mathrm{g})}{\leq} \frac{p_{u}}{t}, \tag{24}
\end{align*}
$$

where (g) follows from Lemma 1 Since each trial is independent,

$$
\begin{align*}
\mathrm{E}\left[G_{i, j} G_{k, j}\right] & =\mathrm{E}\left[G_{i, j}\right] \mathrm{E}\left[G_{k, j}\right] \\
& \leq \frac{p_{u}^{2}}{t^{2}} . \tag{25}
\end{align*}
$$

Upon substituting (24) and (25) into (23), we have

$$
\begin{align*}
\mathrm{E}\left[J_{j}^{2}\right] & \leq \sum_{i=1}^{s} \frac{p_{u}}{t}+\sum_{i=1}^{s} \sum_{k \neq i}^{s} \frac{p_{u}^{2}}{t^{2}} \\
& =\frac{p_{u} s}{t}+\frac{s(s-1) p_{u}^{2}}{t^{2}} . \tag{26}
\end{align*}
$$

Upon substituting (21) and (26) into (22), we have

$$
\begin{align*}
\operatorname{Var}\left[J_{j}\right] & \leq \frac{p_{u} s}{t}+\frac{p_{u}^{2} s(s-1)}{t^{2}}-\frac{p_{l}^{2} s^{2}}{t^{2}} \\
& =\frac{p_{u} s}{t}-\frac{p_{u}^{2} s}{t^{2}}+\frac{p_{u}^{2} s^{2}}{t^{2}}-\frac{p_{l}^{2} s^{2}}{t^{2}} \tag{27}
\end{align*}
$$

giving us the upper bound on the variance of $J_{j}$.
With the bounds on $\mathrm{E}\left[J_{j}\right]$ and $\operatorname{Var}\left[J_{j}\right]$, we proceed to calculate the bounds on the expected value and the variance of $p_{S j}^{(s)}$, i.e., $\mathrm{E}\left[p_{S j}^{(s)}\right]$ and $\operatorname{Var}\left[p_{S j}^{(s)}\right]$. As a consequence of the definitions (4) and (20), we have
$\mathrm{E}\left[p_{S j}^{(s)}\right]=\frac{\mathrm{E}\left[J_{j}\right]}{s}$

$$
\begin{equation*}
\stackrel{(\mathrm{h})}{\geq} \frac{p_{l}}{t}, \tag{28}
\end{equation*}
$$

where (h) follows from substituting (21). Similarly,

$$
\begin{align*}
\operatorname{Var}\left[p_{S j}^{(s)}\right] & =\frac{\operatorname{Var}\left[J_{j}\right]}{s^{2}} \\
& \stackrel{\text { (i) }}{\leq} \frac{p_{u}}{s t}-\frac{p_{u}^{2}}{s t^{2}}+\frac{p_{u}^{2}}{t^{2}}-\frac{p_{l}^{2}}{t^{2}} \tag{29}
\end{align*}
$$

where (i) follows from substituting (27).
Now, we bound $\mathrm{P}\left(\bigcap_{j=1}^{t}\left|p_{S j}^{(s)}-\mathrm{E}\left[p_{S j}^{(s)}\right]\right|<k_{j} \sigma_{j}\right)$, where $\sigma_{j}=\sqrt{\operatorname{Var}\left[p_{S j}^{(s)}\right]}$ is the standard deviation of $p_{S j}^{(s)}$ for any real number $k_{j}>0$.

$$
\begin{aligned}
& \mathrm{P}\left(\bigcap_{j=1}^{t}\left|p_{S j}^{(s)}-\mathrm{E}\left[p_{S j}^{(s)}\right]\right|<k_{j} \sigma_{j}\right) \\
& =1-\mathrm{P}\left(\bigcup_{j=1}^{t}\left|p_{S j}^{(s)}-\mathrm{E}\left[p_{S j}^{(s)}\right]\right| \geq k_{j} \sigma_{j}\right)
\end{aligned}
$$

$$
\stackrel{(\mathrm{j})}{\geq} 1-\mathrm{P}\left(\bigcup_{j=1}^{t}\left|p_{S j}^{(s)}-\mathrm{E}\left[p_{S j}^{(s)}\right]\right| \geq k \sigma_{j}\right)
$$

$$
\stackrel{(\mathrm{k})}{\geq} 1-\frac{t}{k^{2}}
$$

$$
\begin{equation*}
\geq 1-\frac{t^{\prime}}{k^{2}} \tag{30}
\end{equation*}
$$

where ( j ) follows by defining $k:=\min _{j} k_{j}$ and (k) follows from the union of events bound and Chebyshev inequality [14]. This completes the proof of Lemma 2 .

## Appendix C

In this section, we will present the proof of Lemma 3
Proof of Lemma 3. Before proceeding, notice that several error events can be identified from our discussions so far:

- From Section III-C, $u_{1}^{n} \notin \mathcal{T}_{\epsilon_{1}^{\prime}}^{(n)}\left(U_{1}\right)$ and $u_{2}^{n} \notin \mathcal{T}_{\epsilon_{2}^{\prime}}^{(n)}\left(U_{2}\right)$ with probability $v \epsilon_{1}^{\prime}+s \epsilon_{2}^{\prime}$,
- From Lemma 2, $L_{1}$ is not uniformly distributed after sequence pair preselection with probability $\frac{t^{\prime}}{k^{2}}$.
By the union of events bound [14], we define $\epsilon_{0}$ as the upper bound on the mentioned probabilities of error such that $\epsilon_{0}:=$ $v \epsilon_{1}^{\prime}+s \epsilon_{2}^{\prime}+\frac{t^{\prime}}{k^{2}}$.

Now, we bound the entropy terms $H\left(L_{1} \mid M_{1}\right)$ and $H\left(L_{2} \mid M_{2}\right)$. By the definition of entropy,

$$
\begin{aligned}
& H\left(L_{1} \mid M_{1}\right) \\
& =\sum_{m_{1} \in \mathcal{M}_{1}} p_{M_{1}}\left(m_{1}\right) H\left(L_{1} \mid M_{1}=m_{1}\right) \\
& =-\sum_{m_{1} \in \mathcal{M}_{1}} p_{M_{1}}\left(m_{1}\right) \sum_{l_{1} \in \mathcal{L}_{1}} p_{L_{1} \mid M_{1}}\left(l_{1} \mid m_{1}\right) \log p_{L_{1} \mid M_{1}}\left(l_{1} \mid m_{1}\right) \\
& \stackrel{(\text { a) }}{=}-\sum_{m_{1}=1}^{2^{n R_{1}}} \frac{1}{2^{n R_{1}}} \sum_{l_{1} \in \mathcal{L}_{1}} p_{L_{1} \mid M_{1}}\left(l_{1} \mid m_{1}\right) \log p_{L_{1} \mid M_{1}}\left(l_{1} \mid m_{1}\right) \\
& =-\sum_{l_{1} \in \mathcal{L}_{1}} p_{L_{1} \mid M_{1}}\left(l_{1} \mid m_{1}\right) \log p_{L_{1} \mid M_{1}}\left(l_{1} \mid m_{1}\right) \\
& \stackrel{(\text { b) }}{=}-\sum_{j=1}^{t^{\prime}} p_{S j}^{(s)} \log p_{S j}^{(s)} \\
& \geq-\sum_{j=1}^{t} p_{S j}^{(s)} \log p_{S j}^{(s)}
\end{aligned}
$$

where (a) follows from the fact that $M_{1}$ is generated over a uniform distribution and (b) follows from the fact that the definition of $p_{S j}^{(s)}$ in 4$\}$ maps directly to $p_{L_{1} \mid M_{1}}\left(l_{1} \mid m_{1}\right)$ when we consider the message subcodebook $C_{1}\left(m_{1}\right)$.
As a consequence of Lemma 2, with probability $\geq 1-\epsilon_{0}$,

$$
-\sum_{j=1}^{t} p_{S j}^{(s)} \log p_{S j}^{(s)}
$$

$\geq-\sum_{j=1}^{t}\left(\mathrm{E}\left[p_{S j}^{(s)}\right]-k \sigma_{j}\right) \log \left(\mathrm{E}\left[p_{S j}^{(s)}\right]-k \sigma_{j}\right)$
$\stackrel{(\mathrm{c})}{\geq}-t\left(\frac{p_{l}}{t}-k \sigma\right) \log \left(\frac{p_{l}}{t}-k \sigma\right)$
$=p_{l} \log t-\left(p_{l}-k t \sigma\right) \log \left(p_{l}-k t \sigma\right)-k t \sigma \log t$
$=p_{l} \log t^{\prime}+p_{l} \log \left(1-\epsilon^{\prime}\right)-\left(p_{l}-k t \sigma\right) \log \left(p_{l}-k t \sigma\right)$
$-k t \sigma \log t$
$\stackrel{(\mathrm{d})}{=} n p_{l} R_{l 1}-\epsilon_{1}$,
where (c) follows from substituting (28) and from (29) in which we define $\sigma:=\left(\frac{p_{u}}{s t}-\frac{p_{u}^{2}}{s t^{2}}+\frac{p_{u}^{2}}{t^{2}}-\frac{p_{2}^{2}}{t^{2}}\right)^{\frac{1}{2}}$ as the upper bound on $\sigma_{j}$ and (d) follows by defining $\epsilon_{1}:=-p_{l} \log \left(1-\epsilon^{\prime}\right)+\left(p_{l}-\right.$ $k t \sigma) \log \left(p_{l}-k t \sigma\right)+k t \sigma \log t$.

Note that we want $p_{l} \rightarrow 1, \epsilon_{1} \rightarrow 0$ and $\epsilon_{0} \rightarrow 0$ as $n \rightarrow \infty$. Choose $\epsilon_{1}^{\prime}=2^{-n\left(R_{1}+\lambda\right)}, \epsilon_{2}^{\prime}=2^{-n\left(R_{2}+\lambda\right)}$ and $k=2^{n\left(\frac{R_{l 1}}{2}+\frac{\lambda}{2}\right)}$ for an arbitrarily small $\lambda>0$. Suppose $\epsilon^{\prime}=\min \left\{\epsilon_{1}^{\prime}, \epsilon_{2}^{\prime}\right\}=\epsilon_{2}^{\prime}$, we have

$$
\begin{align*}
p_{l} & =\left(1-\epsilon^{\prime}\right)^{2} 2^{-n 2 \epsilon^{\prime} \gamma} \\
& =\left(1-\epsilon^{\prime}\right)^{2} 2^{-n 2 \gamma 2^{-n\left(R_{2}+\lambda\right)}} . \tag{32}
\end{align*}
$$

From (32), we calculate the limit of $p_{l}$ as $n \rightarrow \infty$ as follows:

$$
\begin{align*}
& \lim _{n \rightarrow \infty}\left(1-\epsilon^{\prime}\right)^{2} 2^{-n 2 \gamma 2^{-n\left(R_{2}+\lambda\right)}} \\
& =\lim _{n \rightarrow \infty}\left(1-\epsilon^{\prime}\right)^{2} \cdot \lim _{n \rightarrow \infty} 2^{-n 2 \gamma 2^{-n\left(R_{2}+\lambda\right)}} \\
& \stackrel{(\mathrm{e})}{=} \lim _{n \rightarrow \infty} 2^{-n 2 \gamma 2^{-n\left(R_{2}+\lambda\right)}} \tag{33}
\end{align*}
$$

where (e) follows since $\lim _{n \rightarrow \infty}\left(1-\epsilon^{\prime}\right)^{2}=1$. From 33), letting

$$
\begin{equation*}
\lim _{n \rightarrow \infty} 2^{-n 2 \gamma 2^{-n\left(R_{2}+\lambda\right)}}=e^{D} \tag{34}
\end{equation*}
$$

gives us

$$
\begin{align*}
D & =\lim _{n \rightarrow \infty} \ln \left[2^{-n 2 \gamma 2^{-n\left(R_{2}+\lambda\right)}}\right] \\
& =\lim _{n \rightarrow \infty}-n 2 \gamma 2^{-n\left(R_{2}+\lambda\right)} \ln (2) \\
& =-2 \gamma \ln (2) \lim _{n \rightarrow \infty} n 2^{-n\left(R_{2}+\lambda\right)} \\
& =-2 \gamma \ln (2) \lim _{n \rightarrow \infty} \frac{n}{2^{n\left(R_{2}+\lambda\right)}} \\
& \stackrel{(\mathrm{f})}{=}-2 \gamma \ln (2) \lim _{n \rightarrow \infty} \frac{\frac{d}{d n} n}{\frac{d}{d n} 2^{n\left(R_{2}+\lambda\right)}} \\
& =-2 \gamma \ln (2) \lim _{n \rightarrow \infty} \frac{1}{\left(R_{2}+\lambda\right) 2^{n\left(R_{2}+\lambda\right)} \ln (2)} \\
& =0, \tag{35}
\end{align*}
$$

where (f) follows from applying L'Hôpital's Rule. Upon substituting (35) into (34),

$$
\begin{equation*}
\lim _{n \rightarrow \infty} p_{l}=1 \tag{36}
\end{equation*}
$$

Using a similar approach, we can also show that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} p_{u}=1 \tag{37}
\end{equation*}
$$

For $\epsilon_{0}$, we have

$$
\begin{align*}
\epsilon_{0} & =v \epsilon_{1}^{\prime}+s \epsilon_{2}^{\prime}+\frac{t^{\prime}}{k^{2}} \\
& =2^{n R_{1}} 2^{-n\left(R_{1}+\lambda\right)}+2^{n R_{2}} 2^{-n\left(R_{2}+\lambda\right)}+2^{n R_{l 1}} 2^{-n 2\left(\frac{R_{11}}{2}+\frac{\lambda}{2}\right)} \\
& =3 \cdot 2^{-n \lambda} . \tag{38}
\end{align*}
$$

From (38), it is straightforward that $\epsilon_{0} \rightarrow 0$ as $n \rightarrow \infty$. For $\epsilon_{1}$, we have

$$
\begin{align*}
& \epsilon_{1}=-p_{l} \log \left(1-\epsilon^{\prime}\right)+\left(p_{l}-k t \sigma\right) \log \left(p_{l}-k t \sigma\right)+k t \sigma \log t \\
& \stackrel{(\mathrm{~g})}{\leq}-p_{l} \log \left(1-\epsilon^{\prime}\right)+k t \sigma \log t \\
&=-p_{l} \log \left(1-\epsilon^{\prime}\right)+k t \sigma \log t^{\prime}+k t \sigma \log \left(1-\epsilon^{\prime}\right) \\
& \stackrel{\text { (h) }}{\leq}-p_{l} \log \left(1-\epsilon^{\prime}\right)+k t \sigma \log t^{\prime} \\
&=-p_{l} \log \left(1-\epsilon^{\prime}\right) \\
&+\left(n R_{l 1}\right)\left(\frac{k^{2} p_{u} t}{s}-\frac{k^{2} p_{u}^{2}}{s}+k^{2} p_{u}^{2}-k^{2} p_{l}^{2}\right)^{\frac{1}{2}} \tag{39}
\end{align*}
$$

where $(\mathrm{g})$ follows since $p_{l} \log \left(1-\epsilon^{\prime}\right) \leq 0,0 \leq p_{l}-k t \sigma \leq$ 1 and $\left(p_{l}-k t \sigma\right) \log \left(p_{l}-k t \sigma\right) \leq 0$ and (h) follows since $k t \sigma \log \left(1-\epsilon^{\prime}\right) \leq 0$. From 39), we calculate the limit of the two terms as $n \rightarrow \infty$ as follows:

$$
\begin{align*}
& \lim _{n \rightarrow \infty}-p_{l} \log \left(1-\epsilon^{\prime}\right) \\
& =-\lim _{n \rightarrow \infty} p_{l} \cdot \lim _{n \rightarrow \infty} \log \left(1-\epsilon^{\prime}\right) \\
& \stackrel{(\mathrm{i})}{=}-1(0) \\
& =0 \tag{40}
\end{align*}
$$

where (i) follows since $\lim _{n \rightarrow \infty}\left(1-\epsilon^{\prime}\right)=1$ and by substituting (36);

$$
\begin{align*}
& \lim _{n \rightarrow \infty}\left(n R_{l 1}\right)\left(\frac{k^{2} p_{u} t}{s}-\frac{k^{2} p_{u}^{2}}{s}+k^{2} p_{u}^{2}-k^{2} p_{l}^{2}\right)^{\frac{1}{2}} \\
& =\left[\lim _{n \rightarrow \infty} \frac{n^{2} R_{l 1}^{2}}{\left(\frac{k^{2} p_{u} t}{s}-\frac{k^{2} p_{u}^{2}}{s}+k^{2} p_{u}^{2}-k^{2} p_{l}^{2}\right)^{-1}}\right]^{\frac{1}{2}} \\
& \stackrel{(\mathrm{j})}{=}\left[\lim _{n \rightarrow \infty} \frac{n^{2} R_{l 1}^{2}}{\left(\frac{k^{2} t}{s}-\frac{k^{2}}{s}\right)^{-1}}\right]^{\frac{1}{2}} \\
& <\left[\lim _{n \rightarrow \infty} \frac{n^{2} R_{l 1}^{2}}{\left(\frac{k^{2} t}{s}\right)^{-1}}\right]^{\frac{1}{2}} \\
& =\lim _{n \rightarrow \infty} \frac{n R_{l 1}}{2^{-n\left(R_{l 1}-\frac{R_{2}}{2}+\frac{\lambda}{2}\right)}} \cdot \lim _{n \rightarrow \infty}\left(1-\epsilon^{\prime}\right)^{\frac{1}{2}} \\
& \underline{(\mathbf{k})} \\
& \lim _{n \rightarrow \infty} \frac{\frac{d}{d n} n R_{l 1}}{\frac{d}{d n} 2^{-n\left(R_{l 1}-\frac{R_{2}}{2}+\frac{\lambda}{2}\right)}}  \tag{41}\\
& =\lim _{n \rightarrow \infty} \frac{R_{l 1}}{-\left(R_{l 1}-\frac{R_{2}}{2}+\frac{\lambda}{2}\right) 2^{-n\left(R_{l 1}-\frac{R_{2}}{2}+\frac{\lambda}{2}\right)} \ln 2}
\end{align*}
$$

where (j) follows by substituting (36) and (37) and (k) follows since $\lim _{n \rightarrow \infty}\left(1-\epsilon^{\prime}\right)^{\frac{1}{2}}=1$ and from applying L'Hôpital's Rule. Hence, if $R_{2}>2 R_{l 1}$, the limit in (41) equals to zero. Combining this fact with (40), we show that $\epsilon_{1} \rightarrow 0$ as $n \rightarrow \infty$. Similarly, we show that if $R_{1}>2 R_{l 2}$, then $\mathrm{P}\left(H\left(L_{2} \mid M_{2}\right) \geq n p_{l} R_{l 2}-\epsilon_{2}\right) \geq 1-\epsilon_{0}$ where $p_{l} \rightarrow 1, \epsilon_{2} \rightarrow 0$ and $\epsilon_{0} \rightarrow 0$ as $n \rightarrow \infty$. This completes the proof of Lemma 3.

## Appendix D

In this section, we will present the proof of Theorem 1
Proof of Theorem 7. Sequence generation. Fix a pmf $p\left(u_{1}, u_{2}\right) p\left(x \mid u_{1}, u_{2}\right)$. For each message $m_{1} \in\left[1: 2^{n R_{1}}\right]$, generate a subcodebook $C_{1}\left(m_{1}\right)$ consisting of $2^{n R_{l 1}}$ randomly and independently generated sequences $u_{1}^{n}\left(m_{1}, l_{1}\right), l_{1} \in\left[1: 2^{n R_{l 1}}\right]$, each according to $\prod_{i=1}^{n} p_{U_{1}}\left(u_{1 i}\right)$. Once again, for each message $m_{2} \in\left[1: 2^{n R_{2}}\right]$, generate a subcodebook $C_{2}\left(m_{2}\right)$ consisting of $2^{n R_{l 2}}$ randomly and independently generated sequences $u_{2}^{n}\left(m_{2}, l_{2}\right), l_{2} \in\left[1: 2^{n R_{l 2}}\right]$, each according to $\prod_{i=1}^{n} p_{U_{2}}\left(u_{2 i}\right)$. Note that since we would like to ensure individual secrecy with this codebook using Wyner secrecy coding [4], the constraints in (6) need to be satisfied.

Sequence pair preselection. For each message pair $\left(m_{1}, m_{2}\right)$, find an index pair $\left(l_{1}, l_{2}\right)$ such that $\left(u_{1}^{n}\left(m_{1}, l_{1}\right), u_{2}^{n}\left(m_{2}, l_{2}\right)\right) \in \mathcal{T}_{\epsilon^{\prime}}^{(n)}$. If there is more than one such jointly typical pair, the encoder chooses an arbitrary one among those. If no such pair exists, choose $\left(l_{1}, l_{2}\right)$ uniformly at random from all possible pairs. Lastly, given the preselected sequence pair $\left(u_{1}^{n}, u_{n}^{n}\right)$, randomly generate the codeword $X^{n}\left(m_{1}, m_{2}\right) \sim \prod_{i=1}^{n} p_{X \mid U_{1}, U_{2}}\left(x_{i} \mid u_{1 i}\left(m_{1}, l_{1}\right), u_{2 i}\left(m_{2}, l_{2}\right)\right)$. This codebook is revealed to all parties (including the eavesdropper).

Encoding. To send the message pair $\left(m_{1}, m_{2}\right)$, the encoder transmits $x^{n}\left(m_{1}, m_{2}\right)$.

Decoding. Let $\epsilon>\epsilon^{\prime}$. Receiver 1 declares that $\hat{m}_{1}$ is sent if it is the unique message such that $\left(u_{1}^{n}\left(m_{1}, l_{1}\right), y_{1}^{n}\right) \in \mathcal{T}_{\epsilon}^{(n)}$ for some $l_{1}$; otherwise it declares an error. Similarly, receiver 2 declares that $\hat{m}_{2}$ is sent if it is the unique message such that $\left(u_{2}^{n}\left(m_{2}, l_{2}\right), y_{2}^{n}\right) \in \mathcal{T}_{\epsilon}^{(n)}$ for some $l_{2}$; otherwise it declares an error.

Analysis of the probability of error. Assume without loss of generality that the transmitted messages are equal to one and $\left(l_{1}, l_{2}\right)=\left(l_{1}^{\prime}, l_{2}^{\prime}\right)$. Receiver 1 makes an error only if one or more of the error events 42-44) occur. On the other hand, receiver 2 makes an error only if one or more of the error events (42), (45) and (46) occur.

$$
\begin{align*}
\mathcal{E}_{0} & :\left(U_{1}^{n}\left(1, l_{1}\right), U_{2}^{n}\left(1, l_{2}\right)\right) \notin \mathcal{T}_{\epsilon^{\prime}}^{(n)} \text { for all } l_{1} \text { and } l_{2}  \tag{42}\\
\mathcal{E}_{11} & :\left(U_{1}^{n}\left(1, l_{1}^{\prime}\right), Y_{1}^{n}\right) \notin \mathcal{T}_{\epsilon}^{(n)}  \tag{43}\\
\mathcal{E}_{12} & :\left(U_{1}^{n}\left(m_{1}, l_{1}\right), Y_{1}^{n}\right) \in \mathcal{T}_{\epsilon}^{(n)} \text { for some } m_{1} \neq 1 \text { and } l_{1}  \tag{44}\\
\mathcal{E}_{21} & :\left(U_{2}^{n}\left(1, l_{2}^{\prime}\right), Y_{2}^{n}\right) \notin \mathcal{T}_{\epsilon}^{(n)}  \tag{45}\\
\mathcal{E}_{22} & :\left(U_{2}^{n}\left(m_{2}, l_{2}\right), Y_{1}^{n}\right) \in \mathcal{T}_{\epsilon}^{(n)} \text { for some } m_{2} \neq 1 \text { and } l_{2}
\end{align*}
$$

Considering the error events, we apply the mutual covering lemma and the packing lemma to show that if

$$
\begin{align*}
R_{l 1}+R_{l 2} & >I\left(U_{1} ; U_{2}\right)  \tag{47}\\
R_{1}+R_{l 1} & <I\left(U_{1} ; Y_{1}\right)  \tag{48}\\
R_{2}+R_{l 2} & <I\left(U_{2} ; Y_{2}\right) \tag{49}
\end{align*}
$$

then the average probability of decoding error over all codebook generations $\mathrm{P}(\mathcal{E}) \rightarrow 0$ as $n \rightarrow \infty$.
Analysis of individual secrecy. In order to ensure the individual secrecy of both messages, we need to satisfy (3), i.e., show that $I\left(M_{1} ; Z^{n}\right) \leq n \tau$ and $I\left(M_{2} ; Z^{n}\right) \leq n \tau$.

For the individual secrecy of $M_{1}$, we have

$$
\begin{align*}
& I\left(M_{1} ; Z^{n}\right) \\
& =H\left(M_{1}\right)-H\left(M_{1} \mid Z^{n}\right) \\
& =n R_{1}-H\left(M_{1}, L_{1} \mid Z^{n}\right)+H\left(L_{1} \mid Z^{n}, M_{1}\right) . \tag{50}
\end{align*}
$$

We establish a lower bound on the equivocation term $H\left(M_{1}, L_{1} \mid Z^{n}\right)$ in 50.
$H\left(M_{1}, L_{1} \mid Z^{n}\right)$
$=H\left(M_{1}, L_{1}\right)-I\left(M_{1}, L_{1} ; Z^{n}\right)$
$=H\left(M_{1}\right)+H\left(L_{1} \mid M_{1}\right)-I\left(M_{1}, L_{1} ; Z^{n}\right)$.
As a consequence of Lemma 3, over all codebook generations, with probability $\geq 1-\epsilon_{0}$, where $\epsilon_{0} \rightarrow 0$ as $n \rightarrow \infty$,

$$
\begin{align*}
& H\left(M_{1}\right)+H\left(L_{1} \mid M_{1}\right)-I\left(M_{1}, L_{1} ; Z^{n}\right) \\
& \geq n\left[R_{1}+R_{l 1}\right]-I\left(M_{1}, L_{1} ; Z^{n}\right)-\epsilon_{1} \\
& =n\left[R_{1}+R_{l 1}\right]-I\left(U_{1}^{n}, M_{1}, L_{1} ; Z^{n}\right)-\epsilon_{1} \\
& \stackrel{(\text { a) }}{=} n\left[R_{1}+R_{l 1}\right]-I\left(U_{1}^{n} ; Z^{n}\right)-\epsilon_{1} \\
& \stackrel{\text { (b) }}{=} n\left[R_{1}+R_{l 1}\right]-n I\left(U_{1} ; Z\right)-\epsilon_{1}, \tag{51}
\end{align*}
$$

where (a) follows since $\left(M_{1}, L_{1}\right) \rightarrow U_{1}^{n} \rightarrow Z^{n}$ forms a Markov chain and (b) follows since by construction $p\left(u_{1}^{n}, z^{n}\right)=\prod_{i=1}^{n} p_{U_{1}, Z}\left(u_{1 i}, z_{i}\right)$.

We establish an upper bound on the equivocation term $H\left(L_{1} \mid Z^{n}, M_{1}\right)$ in 50. By [14. Lemma 22.1],

$$
\begin{equation*}
H\left(L_{1} \mid Z^{n}, M_{1}\right) \leq n\left[R_{l 1}-I\left(U_{1} ; Z\right)\right]+n \delta_{1} \tag{52}
\end{equation*}
$$

where $\delta_{1} \rightarrow 0$ as $n \rightarrow \infty$ if

$$
\begin{equation*}
R_{l 1} \geq I\left(U_{1} ; Z\right) \tag{53}
\end{equation*}
$$

Upon substituting (51) and (52) into (50), we show that over all codebook generations, with probability $\geq 1-\epsilon_{0}$,

$$
\begin{aligned}
I\left(M_{1} ; Z^{n}\right) & \leq \epsilon_{1}+n \delta_{1} \\
& \stackrel{(\mathfrak{c})}{=} n \tau,
\end{aligned}
$$

where (c) follows by defining $\tau:=\frac{\epsilon_{1}}{n}+\delta_{1}$.
Similarly, for the individual secrecy of $M_{2}$, we show that if

$$
\begin{equation*}
R_{l 2} \geq I\left(U_{2} ; Z\right) \tag{54}
\end{equation*}
$$

then over all codebook generations, with probability $\geq 1-\epsilon_{0}$, $I\left(M_{2} ; Z^{n}\right) \leq n \tau$.
Achievable rate region: Considering only decoding error, we know that by satisfying (47)-(49), we show the existence of at least one decoding-good codebook that satisfies (2) over all codebook generations. However, this argument might not be sufficient in showing the existence of codebooks that satisfy both (2) and (3), i.e., being both decoding-good and secrecygood. From the analysis of individual secrecy in this appendix,
we show that $\geq 1-\epsilon_{0}$ of the codebooks generated are secrecygood. This incurs a problem due to the possibility of all decoding-good codebooks not being secrecy-good, indicating that a secrecy code does not exist.
We hereby prove that for all sufficiently large $n$, there exists at least one codebook that is both decoding-good and secrecygood. Let $\mathcal{C}_{n}$ be the set of all codebooks for a fixed $n$. Each codebook $\mathcal{C} \in \mathcal{C}_{n}$ has the proability of decoding error $P_{\mathrm{e}, i}^{(n)}(\mathcal{C})$, for all $i \in 1,2$. Given an arbitrary decoding error $\epsilon>0$, define the following:

- Set of decoding-good codebooks $\mathcal{C}_{n}^{1}:=\left\{\mathcal{C} \in \mathcal{C}_{n}: 0 \leq\right.$ $\left.P_{\mathrm{e}, i}^{(n)}(\mathcal{C}) \leq \epsilon\right\} ;$
- Set of decoding-bad codebooks $\mathcal{C}_{n}^{2}:=\left\{\mathcal{C} \in \mathcal{C}_{n}: \epsilon<\right.$ $\left.P_{\mathrm{e}, i}^{(n)}(\mathcal{C}) \leq 1\right\} ;$
- $\alpha:=\min _{\mathcal{C} \in \mathcal{C}_{n}^{1}} P_{\mathrm{e}, i}^{(n)}(\mathcal{C})$; and
- $\beta:=\min _{\mathcal{C} \in \mathcal{C}_{n}^{2}} P_{\mathrm{e}, i}^{(n)}(\mathcal{C})-\epsilon$.

This also gives us the fraction of decoding-good codebooks $f_{d}=\frac{\left|\mathcal{C}_{n}^{1}\right|}{\left|\mathcal{C}_{n}\right|}$. Then, the average probability of decoding error over all codebook generations is

$$
\begin{aligned}
\mathrm{P}(\mathcal{E}) & =\frac{1}{\left|\mathcal{C}_{n}\right|} \sum_{\mathcal{C} \in \mathcal{C}_{n}} P_{\mathrm{e}, i}^{(n)}(\mathcal{C}) \\
& =\frac{1}{\left|\mathcal{C}_{n}\right|} \sum_{\mathcal{C} \in \mathcal{C}_{n}^{1}} P_{\mathrm{e}, i}^{(n)}(\mathcal{C})+\frac{1}{\left|\mathcal{C}_{n}\right|} \sum_{\mathcal{C} \in \mathcal{C}_{n}^{2}} P_{\mathrm{e}, i}^{(n)}(\mathcal{C}) \\
& \geq \frac{\left|\mathcal{C}_{n}^{1}\right|}{\left|\mathcal{C}_{n}\right|} \alpha+\frac{\left|\mathcal{C}_{n}^{2}\right|}{\left|\mathcal{C}_{n}\right|}(\beta+\epsilon) \\
& =f_{d} \alpha+\left(1-f_{d}\right)(\beta+\epsilon) \\
& =\beta+\epsilon-f_{d}(\beta+\epsilon-\alpha) .
\end{aligned}
$$

Rearranging the terms,

$$
\begin{aligned}
f_{d} & \geq \frac{\beta+\epsilon-\mathrm{P}(\mathcal{E})}{\beta+\epsilon-\alpha} \\
& \geq \frac{\beta+\epsilon-\mathrm{P}(\mathcal{E})}{\beta+\epsilon} \\
& =1-\frac{\mathrm{P}(\mathcal{E})}{\beta+\epsilon} \\
& \geq 1-\frac{\mathrm{P}(\mathcal{E})}{\epsilon} .
\end{aligned}
$$

Combining with the fact that the fraction of secrecy-good codebooks $\geq 1-\epsilon_{0}$, the probability of decoding-good and secrecy-good codebooks P (decoding-good $\cap$ secrecy-good) is

P (decoding-good $\cap$ secrecy-good)
$=1-\mathrm{P}($ decoding-bad $\cup$ secrecy-bad $)$
$\geq 1-\mathrm{P}($ decoding-bad $)-\mathrm{P}($ secrecy-bad $)$
$\geq 1-\left(\frac{\mathrm{P}(\mathcal{E})}{\epsilon}+\epsilon_{0}\right)$.

Thus, the number of decoding-good and secrecy-good codebooks $\mathcal{C}_{n, \text { good }}$ is

$$
\begin{aligned}
\mathcal{C}_{n, \text { good }} & =\left|\mathcal{C}_{n}\right| \mathrm{P}(\text { decoding-good } \cap \text { secrecy-good }) \\
& \geq\left|\mathcal{C}_{n}\right|\left[1-\left(\frac{\mathrm{P}(\mathcal{E})}{\epsilon}+\epsilon_{0}\right)\right] .
\end{aligned}
$$

Notice that $\mathrm{P}(\mathcal{E}) \rightarrow 0, \epsilon_{0} \rightarrow 0$ and $\left|\mathcal{C}_{n}\right| \rightarrow \infty$ as $n \rightarrow \infty$. Hence, $\mathcal{C}_{n \text {, good }}>1$, showing the existence of at least one codebook that is both decoding-good and secrecy-good.
The individual secrecy rate region can then be obtained from the following constraints on:

- the non-negativity of rates;
- the rate constraints which enable Wyner secrecy coding (6);
- the achievability conditions (47)- (49); and
- the individual secrecy conditions (53), (54).

Applying the Fourier-Motzkin procedure [14, Appendix D] to eliminate the terms $R_{l 1}$ and $R_{l 2}$ we obtain the individual secrecy rate region $\mathcal{R}$ in Theorem 1
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