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#### Abstract

The high-definition (HD) map is critical for the localization and motion planning of connected and automated vehicles (CAVs). With all the road and lane information prescanned in a certain area, the vehicles can know its position with respect to the lane marks and roadside, and hence make better decisions on planning future trajectories. A common issue, however, is the accuracy of the scanned outputs from different data sources. Because of the limitations of online maps (e.g., zooming and stretching in their image layers), visualizing the data in the bird's eye view on maps cannot satisfy the accuracy requirement of being the ground-truth system. To this end, a feasible method that can combine sensing data from different sources and obtain reliable ground-truth information is necessary. In this paper, we develop a novel method to transform the data points from the bird's eye view to the view angle of a web camera installed on the windshield of the ego vehicle. In such a case, the position of landmarks from the captured frames of the camera can be used as the ground-truth. In particular, we take the lane marking detection outputs from the Mobileye system as the reference for a better accuracy. We evaluate the proposed method using the field data on highway I-75 in Michigan, USA. The results show that this method has achieved a very good accuracy of over $90 \%$ for location determination of lane information. The main contribution of this paper is that the proposed method can be more intuitive and reliable than using the traditional maps in bird's eye view.


## I. INTRODUCTION

With the rapid growth of the auto industry, many advanced techniques have been applied to self-driving vehicles. In [1], the authors presented a method of guidance control for parallel parking, which can help unskilled drivers with parking tasks. Authors in [2] studied the strategies of decisionmaking and driving state control of unmanned vehicles. Interval type-2 fuzzy sets, fuzzy comprehensive evaluation, and fuzzy control rules were used to realize the objectives. In [3], the authors surveyed the works on applying model predictive control algorithms to the traffic signal management and control. In [4], driver behavior data were collected to evaluate the in-vehicle camera-based driver state monitoring systems, which can be an objective and reliable source for the improvement of these products.

Besides aforementioned works, high-definition (HD) map is also an essential technique and is widely used for ve-

[^0]hicle localization and path planning based on pre-obtained environment information. The authors in [5] presented a method for HD map updating with the cellular network that meets the requirements for highly automated driving. This work is claimed to be the first one that correlates the data requirements with the network infrastructure. In [6], the authors provided a control scheme for predictive cruise control, which utilized the HD map information. The proposed predictive cruise control system helped achieve a higher rate of fuel-saving. Other than highway and urban driving, HD map technique has also been used in many other situations. The authors in [7] used HD maps in transfer vehicles in smart factories, in order to perform better interactions with the environment. They proposed an HD map update strategy to solve the open problem for sustainability of the performance. The HD map technique has also been used for underwater vehicles in [8], where the authors tried to analyze water situations and find solutions for water resources management.

Although the HD map technique has been well received in the research community, its accuracy remains to be evaluated. The authors in [9] used a framework that contains an automated ground-truth process, which provides the user with a unique visualization of the captured video and quickly generates the ground-truth information. They have also used this framework in a night-time lane detection system presented in [10]. The authors in [11] presented an efficient solution in evaluating the road marking detection algorithms. They have validated this evaluation process with a virtual database.

The aforementioned works used HD map to obtain groundtruth information of land markings and road edges on highway. In this paper, we study a different problem. In our setup, the map provider gave us the dataset of lane locations based on latitude and longitude coordinates, whose precision level needs to be evaluated. Due to the intentionally zooming and stretching of their image layers, the accuracy of the data points cannot be simply evaluated from any online maps. Hence, we deployed a variety of onboard sensors on an experimental vehicle and collected field driving data on highway I-75 for the ground-truth evaluation. Among the sensors, the Mobileye camera system can provide reliable lane marking detection outputs. However, it is very difficult to obtain raw data from the Mobileye system for further calculations. Therefore, in this paper, we present a method to transform these sensor outputs along with many other bird's eye view data points into the view angle of a single web camera installed on the windshield of the vehicle. In this way, we can directly compare the data points from the Mobileye detection results with the camera video frames,
which is more intuitive and efficient for post-processing after the driving data are collected.

Because the web camera and the vehicle sensing system have different coordinate systems, we firstly introduce a method to transform the sensor data into the camera coordinate system. Then, we develop a method to transform the data from bird's eye view into the camera's view (with different roll-pitch-yaw angles). The field data are then applied to evaluate the accuracy of the proposed approach.

The remainder of this paper is organized as follows. Section II introduces a method for coordinate transformation. Section III presents the approach for view angle transformation. An illustrative example is shown in Section IV. The evaluation of the proposed method using the field data is presented in Section V. Conclusion and future research directions are summarized in Section VI.

## II. Coordinate Transformation

Since the web camera and the vehicle sensing system have different coordinates, a general approach for coordinate transformation is necessary. We use a minivan as our experimental vehicle and measure the distances in three dimensions between the camera and the origin of the vehicle sensor coordinate system (which has been pre-calibrated at the middle line of the testing vehicle and aligned with the position of the Mobileye processing unit). Fig. 1 shows the relationship between two coordinate systems before the transformation.


Fig. 1. Two coordinate systems before the transformation.

In Fig. 1, $X-Y-Z$ plane represents the coordinates of the vehicle sensing system and $X^{\prime}-Y^{\prime}-Z^{\prime}$ plane represents the coordinates of the web camera. In particular, camera 1 is the Mobileye system camera and camera 2 is the web camera. The red box marks the position of the processing unit of the Mobileye system. The web camera was installed on the windshield right below the Mobileye camera. Based on the Mobileye system calibration manual and our in-vehicle measurements, several important position values are obtained and listed in Table I, where $O f f \operatorname{set}_{X}$, Offset ${ }_{Y}$, Offset ${ }_{Z}$ are the distance between the origin of plane $X-Y-Z$ and camera 1 in $X, Y$, and $Z$ directions, respectively. $O f f s^{\prime} t_{C}$ is the vertical distance between the two cameras. Height $_{Z}$ represents the distance from the origin of $X-Y-Z$ plane to the ground.

The process of coordinate transformation includes the three-dimensional Euler angle rotation rules mentioned in [12] along with the origin position shifting. The order of the

TABLE I
Position Values in the Testing Vehicle

| Parameters | Values |
| :---: | :---: |
| Offset $_{X}$ | 0 |
| Offset $_{Y}$ | 2.437 m |
| Offset $_{Z}$ | 0.822 m |
| Offset $_{C}$ | 0.142 m |
| Height $_{Z}$ | 0.608 m |

transformation should be rotating around $z-y-x$ axes and then shifting position. Therefore, based on the Euler angle rotation rules, we have:

$$
\begin{equation*}
P^{\prime}=R_{z} \times R_{y} \times R_{x} \times T \times P \tag{1}
\end{equation*}
$$

where $P$ is a point in plane $X-Y-Z$ and $P^{\prime}$ is a point in plane $X^{\prime}-Y^{\prime}-Z^{\prime} . R_{x}, R_{y}$, and $R_{z}$ are rotation matrices around $X, Y$, and $Z$ axes, respectively, and $T$ is the position shifting matrix. The way to calculate these matrices follows the standard way of calculating Euler angle transformation.

Since the orientation of plane $X^{\prime}-Y^{\prime}-Z^{\prime}$ is hard to be aligned with plane $X-Y-Z$, the values of the Roll, Pitch, and Yaw angles cannot be obtained precisely. Therefore, we combine the matrices $R_{x}, R_{y}, R_{z}$ and $T$ in Equation (1) to form the coordinate system transformation equation $P^{\prime}=M \times P$ as:

$$
\left[\begin{array}{c}
x^{\prime}  \tag{2}\\
y^{\prime} \\
z^{\prime} \\
1
\end{array}\right]=\left[\begin{array}{cccc}
a_{11} & a_{12} & a_{13} & t_{x} \\
a_{21} & a_{22} & a_{23} & t_{y} \\
a_{31} & a_{32} & a_{33} & t_{z} \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
x \\
y \\
z \\
1
\end{array}\right]
$$

The transform matrix $M$ in Equation (2) can be used to transform any point in $X-Y-Z$ plane into the $X^{\prime}-Y^{\prime}-Z^{\prime}$ plane. In order to calculate the twelve variables in $M$, we need four points with their position values in both $X-Y-Z$ plane and $X^{\prime}-Y^{\prime}-Z^{\prime}$ plane. The values in $X-Y-Z$ can be obtained from the Mobileye system. The idea is illustrated in Fig. 2 (a), where the red dots between the two different shapes of the lane marks are the data points that can be detected by the Mobileye system.


Fig. 2. Four data points in the Mobileye system for illustration.
The remaining task is to obtain the position values of the four points in plane $X^{\prime}-Y^{\prime}-Z^{\prime}$. To this end, we apply the Apriltag algorithm proposed in [13], which enables distance measurement for the monocular camera, whose accuracy is claimed to be higher than $95 \%$ for distance detection. We place the recognizable patterns for the Apriltag algorithm

TABLE II
Four Data Points in Both Coordinate Systems

| ID | x | y | z | x | y | $\mathrm{y}^{\prime}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | -1.4838 | 6.7317 | -0.608 | -1.7511 | 4.1932 | -0.660 |
| 2 | 1.4398 | 21.5681 | -0.608 | 0.1330 | 19.1614 | 1.615 |
| 3 | 1.2851 | 37.0049 | -0.608 | -1.0955 | 34.5123 | 3.948 |
| 4 | -1.5459 | 14.1499 | -0.608 | 1.3635 | 11.5710 | 0.461 |

between the two different shapes, aligning the center of patterns with the red dots, as shown in Fig. 2 (b). The Apriltag will output the position information in the coordinate system of the camera, which is the $X^{\prime}-Y^{\prime}-Z^{\prime}$. Therefore, we have the required position values of the four data points and can perform coordinate transformation. As an example, Table II shows the position values of the four data points that we use in both coordinate systems.

Use these four data points, we can calculate the coordinate system transformation matrix $M$ in Equation (3) as follows.

$$
M=\left[\begin{array}{cccc}
0.9690 & -0.0702 & -0.0996 & 0.1638  \tag{3}\\
0.0698 & 0.9951 & 0.9548 & -1.5703 \\
0.0106 & 0.1513 & 0.7212 & -1.1862 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

## III. Viewing Angle Transformation

After we obtain the data points in the web camera coordinate system, we can perform the viewing angle transformation. The essential task in this part is to find the viewing angle transformation matrix $N$. In order to do that, a rectangular aluminum frame has been made in order to obtain the transformation matrix. As shown in Fig. 3, six pieces of recognizable patterns of Apriltag are attached to the frame: Four at the corners and two in the middle of two edges.


Fig. 3. Frame and distance measurement patterns.
The aluminum frame is placed at a certain position in front of the vehicle (as shown in the left image of Fig. 4), which ensures that all six patterns can be detected and several requirements are satisfied: 1) Patterns 1, 2, and 3 should have the same $z$ value. Similarly for Patterns 4, 5, and 6. 2) Patterns 2 and 5 should have $x$ values equal to zero. 3) Patterns 1 and 3 should have opposite $x$ values. Similarly for Patterns 4 and 6.

With these requirements satisfied, we can ensure that the frame is in the right position for later coordinates calculation. The Apriltag algorithm is applied again for distance measurement. The user interface of the Apriltag framework shows all the detected patterns, marked with red circles on the frame and yellow dashed lines connecting the camera and patterns on the 3D schematic, as seen in Fig. 4.


Fig. 4. The user interface which shows detected patterns. Left: Detected patterns marked with red circles in the camera frame. Right: Detected patterns and the relative positions towards the camera (connected with yellow lines).

The output of Apriltag framework also provides other information, such as the distance from each pattern to the camera in $x$ (right $+/$ left-), $y$ (forward+/backward-), and $z$ (upward+/downward-) direction, respectively; the Roll, Pitch, and Yaw angles for each pattern; and the pixel coordinates of the center of detected patterns on the video frame. The pixel coordinates are the key values to calculate the transformation matrix. In [14], a viewing angle transformation algorithm, called Perspective Transform, was proposed. In this algorithm, in order to obtain the transformation matrix, besides the detected pixel coordinates as the transformation destination, we need another set of pixel coordinates as the transformation source. Fig. 5 shows the idea of how the other set of pixel coordinates are chosen.


Fig. 5. Two pixel coordinates to calculate the transformation matrix: (1) Blue ABCD: the frame in the bird-eye viewing angle; (2) Red A'B'C'D': the frame in the camera viewing angle.

In Fig. 5, the blue quadrilateral $A-B-C-D$ spans the plane of the transformation source and the red quadrilateral $A^{\prime}$ '-$B^{\prime}-C^{\prime}-D^{\prime}$ spans the plane of the transformation destination. Clearly, pixel coordinates of points $A^{\prime}, B^{\prime}, C^{\prime}$, and $D^{\prime}$ are obtained from the pattern detection. Since our goal is to transform the bird's eye view into the camera view, the shape of transformation source should match the way when seeing from the top. Hence, $A-B-C-D$ should be in the shape of

TABLE III
Sample Data Points on the Frame

| Points | Coordinates in $A-B-C-D$ | Coordinates in $A^{\prime}-B^{\prime}-C^{\prime}-D^{\prime}$ |
| :---: | :---: | :---: |
| $A / A^{\prime}$ | $(226,276)$ | $(193,63)$ |
| $B / B^{\prime}$ | $(399,276)$ | $(424,63)$ |
| $C / C^{\prime}$ | $(424,330)$ | $(424,330)$ |
| $D / D^{\prime}$ | $(193,330)$ | $(193,330)$ |

a rectangle, which has exactly the same dimension as the aluminum frame. We let $A-B-C-D$ and $A^{\prime}-B^{\prime}-C^{\prime}-D^{\prime}$ share the bottom edge. Thus, the unit length of each pixel can be calculated. In our case, the segment $C D$ or $C^{\prime} D^{\prime}$ has 231 pixels on the image and 1.408 meters in length, thus each pixel represents $1.408 / 231=0.006095$ meter. We then calculate the number of pixels on the segment $A D$ or $B C$ has. The length of $A D$ and $B C$ are both 1.627 meters, which implies that these two segments on image have $1.627 / 0.006095=267$ pixels. Finally, since we have adjusted the position of the aluminum frame which ensures that the quadrilateral $A-B-C$ $D$ is a strict rectangle, we can calculate the pixel coordinates for points $A$ and $B$. In Table III, we list one set of pixel coordinates of the four patterns at corners of the aluminum frame.

We now calculate the transformation matrix with the two sets of pixel coordinates. The authors in [14] proposed a method to calculate the transformation matrix, as shown in Equation (4) below.

$$
\left\{\begin{align*}
a_{11} x+a_{12} y+a_{13}-a_{31} x X-a_{32} X y & =X  \tag{4}\\
a_{21} x+a_{22} y+a_{23}-a_{31} x Y-a_{32} y Y & =Y
\end{align*}\right.
$$

where coefficients $a_{i j}$ form the transform matrix $A ;\left[\begin{array}{lll}x & y & 1\end{array}\right]^{T}$ is the coordinate of the source point that needs to be projected; $\left[\begin{array}{lll}X & Y & 1\end{array}\right]^{T}$ represents the coordinate of the point as the projection destination. We have:

$$
\left[\begin{array}{c}
X  \tag{5}\\
Y \\
1
\end{array}\right]=\left[\begin{array}{ccc}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & 1
\end{array}\right]\left[\begin{array}{l}
x \\
y \\
1
\end{array}\right]
$$

Use the four pairs of source and destination points shown in Table III, we have eight equations to calculate eight parameters in matrix $N$, which is obtained below.

$$
N=\left[\begin{array}{ccc}
0.7070 & -0.2880 & 95.0484  \tag{6}\\
8.0439 & -0.1020 & 266.9913 \\
2.9311 & -0.0009 & 1
\end{array}\right]
$$

Matrix $N$ transforms every data point in the plane spanned by $A^{\prime}-B^{\prime}-C^{\prime}-D^{\prime}$ to the plane spanned by $A-B-C-D$. Since our final objective is to obtain plottable values on video frames, we need to convert the coordinate values of the data points from meters into pixels.

To do this, we need to use the four points $A, B, C$, and $D$ as the reference points. Then, by using the closest reference from the data point and applying Equations (7) and (8) below, we can convert the coordinate values from meters to pixels.

TABLE IV
Values of the Reference Points

| Points | $x_{\text {ref-meter }}$ | $y_{\text {ref-meter }}$ | $x_{\text {ref-pixel }}$ | $y_{\text {ref-pixel }}$ |
| :---: | :---: | :---: | :---: | :---: |
| $A$ | -0.7061 | 6.6197 | 193 | 63 |
| $B$ | 0.7152 | 6.5743 | 424 | 63 |
| $C$ | 0.6993 | 4.9195 | 193 | 330 |
| $D$ | -0.7083 | 4.9226 | 424 | 330 |

TABLE V
Raw Mobileye Bird’s Eye View Data Points in Vehicle Coordinate System

| ID | $\mathrm{Y}(\mathrm{L} \& R \& \mathrm{C})$ | $\mathrm{X}(\mathrm{L})$ | $\mathrm{X}(\mathrm{R})$ | $\mathrm{X}(\mathrm{C})$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 6.14376 | -1.9713 | 1.5326 | -0.2149 |
| 2 | 11.6766 | -2.0543 | 1.4434 | -0.3004 |
| 3 | 17.2094 | -2.1549 | 1.3362 | -0.4037 |
| 4 | 22.7421 | -2.2725 | 1.2112 | -0.5245 |
| 5 | 28.8394 | -2.4212 | 1.0530 | -0.6774 |
| 6 | 34.9366 | -2.5894 | 0.8739 | -0.8506 |
| 7 | 41.0338 | -2.7765 | 0.6742 | -1.0436 |

$$
\begin{align*}
& x_{\text {pixel }}=x_{\text {ref-pixel }}+\left(\frac{x_{\text {meter }}-x_{\text {ref-meter }}}{l_{\text {unit }}}\right)  \tag{7}\\
& y_{\text {pixel }}=y_{\text {ref-pixel }}-\left(\frac{y_{\text {meter }}+y_{\text {ref-meter }}}{l_{\text {unit }}}\right) \tag{8}
\end{align*}
$$

where $\left[x_{\text {meter }}, y_{\text {meter }}\right]^{T}$ and $\left[x_{\text {pixel }}, y_{\text {pixel }}\right]^{T}$ represents the data point before and after conversion, respectively. $l_{\text {unit }}$ represents the length per pixel. Note that in the bird's eye view, the length distribution is uniform in all directions. $\left[x_{\text {ref-meter }}, y_{\text {ref-meter }}\right]^{T}$ and $\left[x_{\text {ref-pixel }}, y_{\text {ref-pixel }}\right]^{T}$ are the reference points, the choices of values depend on which reference point is the closest. Table IV shows the options of different reference points.

After we obtain the pixel coordinates of the data points, the transformation in Equation (5) can be applied. Thus, the final data points can be calculated. Next, we use a set of raw sensor and map data as an example to illustrate the proposed transformation process.

## IV. An Illustrative Example

With the information of coordinate system transformation matrix $M$, viewing angle transformation matrix $N$, and the method to convert the coordinates into pixels, we could convert all the data points collected by the sensors into the camera view, which can then be plotted on the video frame captured by the web camera. We use one of the video frames along with the corresponding sensor data points that are at the same timestamp. Tables V and Table VI list several sets of data points, which include the left and right lane marking points detected by the Mobileye system along with the calculated center line, and the left and right lane marking points provided by the HD map provider along with the calculated center line, whose values are shown in columns marked with labels $L, R$, and $C$. These data points are all in plane $X-Y-Z$, i.e., the vehicle coordinate system.

We transform these raw data points from the vehicle coordinate system into the camera coordinate system by

TABLE VI
Raw HD Map Bird's Eye View Data Points in Vehicle Coordinate System

| ID | $\mathrm{Y}(\mathrm{L})$ | $\mathrm{X}(\mathrm{L})$ | $\mathrm{Y}(\mathrm{R})$ | $\mathrm{X}(\mathrm{R})$ | $\mathrm{Y}(\mathrm{C})$ | $\mathrm{X}(\mathrm{C})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | None | None | 6.831 | 1.6608 | 6.1473 | -0.1972 |
| 2 | 18.1356 | -2.3003 | 22.515 | 1.3616 | 11.6790 | -0.3084 |
| 3 | 41.2890 | -2.9019 | 42.258 | 0.8147 | 17.2107 | -0.4196 |
| 4 | 55.2323 | -3.3913 | 60.119 | 0.1328 | 22.7424 | -0.5308 |
| 5 | 71.1554 | -4.1141 | 75.984 | -0.6507 | 28.8376 | -0.6933 |
| 6 | 90.4356 | -5.1849 | 89.861 | -1.4823 | 34.9328 | -0.8557 |
| 7 | 107.413 | -6.2992 | 107.70 | -2.7349 | 41.0281 | -1.0182 |

TABLE VII
Mobileye Data Points in Pixels

| ID | $\mathrm{Y}(\mathrm{L})$ | $\mathrm{X}(\mathrm{L})$ | $\mathrm{Y}(\mathrm{R})$ | $\mathrm{X}(\mathrm{R})$ | $\mathrm{Y}(\mathrm{C})$ | $\mathrm{X}(\mathrm{C})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 377 | -115 | 362 | 549 | 369 | 228 |
| 2 | 225 | 100 | 222 | 383 | 224 | 244 |
| 3 | 185 | 157 | 183 | 336 | 184 | 247 |
| 4 | 166 | 182 | 165 | 314 | 166 | 248 |
| 5 | 154 | 198 | 154 | 299 | 154 | 249 |
| 6 | 147 | 207 | 147 | 289 | 147 | 248 |
| 7 | 142 | 213 | 142 | 282 | 142 | 247 |

multiplying the transformation matrix $M$. Then convert the obtained results from meters into pixels in the bird's eye view. At last, by multiplying the transformation matrix $N$, the calculated pixel coordinates in the camera view are the final data points, which are shown in Tables VII and VIII.

We plot these data points onto the video frame that corresponds to the same timestamp. The plot is shown in Fig. 6, where the two blue lines represent the left and right lane markings detected by the Mobileye camera and the two red lines represent the left and right lane markings from the HD map data. We also see the orange and green lines, both representing the middle line of the lane, which are calculated from the Mobileye and HD map lane marking data, respectively. From Fig. 6, we can see that the Mobileye data fits the lane markings in the video frame well.

## V. Evaluation of the Proposed Method

In this section, we use real highway driving data to evaluate the accuracy of the proposed method. All data points are obtained from the driving route on highway I-75, starting from Aptiv headquarter at Troy, Michigan and ending at Flint, Michigan. Fig. 7 shows the driving route on the Google map.

Our objective for the evaluation is to check whether the detected lane marking data points from the Mobileye sensors

TABLE VIII
Map Data Points in Pixels

| ID | $\mathrm{Y}(\mathrm{L})$ | $\mathrm{X}(\mathrm{L})$ | $\mathrm{Y}(\mathrm{R})$ | $\mathrm{X}(\mathrm{R})$ | $\mathrm{Y}(\mathrm{C})$ | $\mathrm{X}(\mathrm{C})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | None | None | 327 | 529 | 369 | 231 |
| 2 | 181 | 156 | 166 | 320 | 224 | 243 |
| 3 | 142 | 210 | 141 | 294 | 184 | 247 |
| 4 | 135 | 218 | 133 | 270 | 166 | 248 |
| 5 | 130 | 222 | 129 | 261 | 154 | 248 |
| 6 | 127 | 222 | 127 | 255 | 147 | 248 |
| 7 | 125 | 221 | 125 | 248 | 142 | 248 |



Fig. 6. Transformed data points. Color coding: (1) Blue: Left and right lane markings detected by the Mobileye camera; (2) Red: Left and right lane markings from the HD map data; (3) Orange: Middle line of the lane calculated from the Mobileye data; (4) Green: Middle line of the lane calculated from the HD map data.


Fig. 7. Driving route for data collection.
are accurate or not after transformation (in the view angle and coordinate of the web camera). In Fig. 8, we show the way of accuracy labeling. The lane markings have the boundaries marked with the white lines. When the data points are within the area between two white lines (including borders), as shown in Fig. 8(a), we have a full accuracy. When the data points are outside of the area, as shown in Fig. 8(b), we find the distances from the data points to the closest border and estimate the errors.

The inaccuracy in these scenarios can be the consequence of extreme uneven road surface, e.g., bumps, pit-holes, cracks, or slopes, which can lead to strong shakes in the $y$ and $z$ directions. Since our camera is calibrated in a stationary vehicle inside the garage, which is in the ideal scenario, the calculated transformation matrices might not fit the real driving scenarios well when the vehicle drives on an uneven surface. Hence, the inaccurate situations happen mostly at lane-changing cases (since the road surface between lanes is usually uneven). To make the error values more intuitive, we can roughly convert the unit from pixels into meters using Equation (9):

$$
\begin{equation*}
\Delta d_{\text {meter }}=\Delta d_{\text {pixel }} * \frac{x_{\text {right-meter }}-x_{\text {left-meter }}}{x_{\text {right-pixel }}-x_{\text {left-pixel }}} \tag{9}
\end{equation*}
$$



Fig. 8. Example of data labeling.
TABLE IX
Summary of Labeling Result of All 204 Cases

| Term | Value |
| :---: | :---: |
| \#Total | 204 |
| \#Lane Keeping | 187 |
| \#Lane Changing | 17 |
| \#Full Accurate(Lane Keeping) | 184 |
| \#Full Accurate(Lane Changing) | 0 |
| \%Full Accurate(Over All) | $90.19 \%$ |
| \%Full Accurate(Lane Keeping) | $98.40 \%$ |
| Error (Lane Keeping) | $<3$ centimeters |
| Error (Lane Changing) | $>10$ centimeters |

With the proposed method, we manually labeled 204 sets of the Mobileye data points to assess the performance. From the labeling results, we found that we should divide the driving conditions into lane-keeping and lane-changing. For the lane-keeping cases, there are 184 cases with full accuracy and three inaccurate cases, which have errors less than 3 centimeters. On the other hand, the 17 lane-changing cases are all inaccurate. The smallest error is around 10 centimeters, which is much larger than lane-keeping cases. We summarize our results in Table IX.

The above analysis shows that our method has over $90 \%$ fully accurate cases among the driving data sets, which will be even higher for lane-keeping cases only. Thus, this method is effective for determining the ground-truth information using a single web camera.

## VI. CONCLUSIONS

In this paper, we proposed a method to transform the road and lane data from bird's eye view to the view of a single web camera, which can be used as the ground-truth of vehicle sensing data. This method is based on the detected lane marking information from the Mobileye system. Two view angle transformation algorithms have been applied. More than two hundred sets of highway driving data have been used to evaluate the proposed method. The evaluation results showed that this method has achieved an overall accuracy of over $90 \%$ for all data samples.

The traditional ground-truth methods that use online GPS
maps have the problems of image layer stretching and zooming. Our method compares the collected data with the lane markings in the same frames. The lane markings are much easier to be recognized in the collected frames than any open-source maps. Hence, we can ensure that the comparison is intuitively and reliably.
This work can be extended in several ways. We can use a stereo camera instead of the current monocular one. In such a case, the accuracy of distance detection can be improved. It is also interesting to develop a simpler and more flexible process for camera calibration in order to deal with the bad road conditions in the future.
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