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Abstract—Network Intrusion Detection Systems (NIDSs) are
widely regarded as efficient tools for securing in-vehicle networks
against diverse cyberattacks. However, since cyberattacks are
always evolving, signature-based intrusion detection systems are
no longer adopted. An alternative solution can be the deployment
of deep learning based intrusion detection system which play an
important role in detecting unknown attack patterns in network
traffic. Hence, in this paper, we compare the performance of
different unsupervised deep and machine learning based anomaly
detection algorithms, for real-time detection of anomalies on
the Audio Video Transport Protocol (AVTP), an application
layer protocol implemented in the recent Automotive Ethernet
based in-vehicle network. The numerical results, conducted on
the recently published ”Automotive Ethernet Intrusion Dataset”,
show that deep learning models significantly outperfom other
state-of-the art traditional anomaly detection models in machine
learning under different experimental settings.

Index Terms—AVTP , Anomaly Detection, Automotive Ether-
net, Neural Network, In-Vehicle Network

I. INTRODUCTION

Since the advent of powerful electronic components such
as sensors and actuators as well as a robust in-vehicle in-
frastructure for efficient data exchange between them, driving
has become safer (i.e. 360- degree surround view parking
assistance, and collision avoidance systems) [1] and more
pleasant (i.e. infotainment features) [2] [3] during the last
several decades. Ethernet, a flexible and scalable networking
technology in communication systems, is recently standardized
and adopted for in-vehicle communication [4] [5] between
different Electronic Component Units (ECU). In fact, it ful-
fills basic automotive requirements which existing in-vehicle
protocols LIN, CAN, and FlexRay are not designed to cover,
including reduced connectivity costs, cabling weight and sup-
port for high data bandwidth.

To ensure low-latency and high-quality transmission of
time-critical and prioritized streaming data for high-end in-
fotainment and ADAS systems, the IEEE 1722 audio-video
transport protocol (AVTP) [6] is adopted. In fact, AVTP spec-
ifies a protocol for audio, video, and control data transportation
on a Time-Sensitive Networking (TSN) capable network [7].
As a result, we believe that AVTP protocol will be a critical
protocol for Automotive Ethernet-based in-vehicle network in
motor vehicles.

Despite the advantages of Automotive Ethernet, the drive
toward connectivity has significantly expanded the attack
surfaces of automobiles, making Automotive Ethernet-based
in-vehicle networks increasingly susceptible to cyberattacks,

posing significant security and safety issues [8]. In fact,
Automotive Ethernet can be attacked by exploiting its vulner-
abilities [9] [10]. These security breaches can affect protocols
working on top of it, including AVTP protocol, and might
therefore lead to the interruption of critical media streams.

To address this, intrusion detection systems (IDS) should
be used in addition to specific security measures as an extra
layer of protection. These systems can be classified based on
their analyzed activity (i.e., monitoring a network or a host ac-
tivity logs) and their detection approach (i.e., signature-based
or anomaly-based detection). Deep learning models, usually
referred to as anomaly-based intrusion detection techniques,
are in general neural network models with a large number of
hidden layers. These models can learn extremely complicated
non-linear functions, and their hierarchical layer structure al-
lows them to acquire meaningful feature representations from
incoming data. Researchers have explored deep learning tech-
niques for in-vehicle intrusion detection on Controller Area
Network (CAN) bus protocol since 2015 [12] [13]. However,
due to the lack of relevant and public datasets, few studies have
been conducted to study the intrusion detection performance
of deep learning based IDS for automotive systems using
Automotive Ethernet-based network. Among them, Alkhatib
et al. [11] proposed a deep learning-based sequential model
for offline intrusion detection on Scalable Service-Oriented
Middleware over IP (SOME/IP) application layer protocol
on top of Automotive Ethernet. Moreover, Jeong et al [31]
presented an intrusion detection method for detecting audio-
video transport protocol (AVTP) stream injection attacks in
Automotive Ethernet-based networks.

In this paper, we compare the performance of different
deep and machine learning based intrusion detection systems
for real-time detection of anomalies on the AVTP protocol.
Regarding deep learning based models, we leverage differ-
ent types of autoencoders which reconstructs a sequence
of exchanged AVTP packets over the in-vehicle network.
Anomalies in AVTP packet stream, which may lead to critical
interruption of media streams, are therefore detected by com-
puting the corresponding reconstruction error. These models
are compared with other state-of-the-art anomaly detection
models such as One-class SVM (OCSVM), Local Outlier
Factor (LOF), and Isolation Forest. The numerical results,
conducted on the recently published ”Automotive Ethernet
Intrusion Dataset”, show that deep learning based models out-
perform other baselines under different experimental settings.
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The main contributions of this paper are as follows:
• We compare the performance of different unsupervised

anomaly detection method to detect unknown cyberat-
tacks in real-time on AVTP protocol used in Automotive
Ethernet-based in-vehicle network for media streaming.

• We evaluate their performance by using the recently pub-
lished ”Automotive Ethernet Intrusion Detection” dataset
[30] and which contains replay attacks.

Towards this end, our paper is organized into six sections.
In Section II, we present an overview of media stream
transportation using AVTP network protocol. In Section III,
we present an overview of the considered AVTP dataset, the
covered threat model along with the engendered cyberattacks.
Section IV discusses the detection of in-vehicle network
anomalies using unsupervised anomaly detection algorithms.
In Section V, we present our evaluation metrics. We discuss
our experimental results in Section VI. The limitations of our
work are presented in Section VII. Finally, we conclude our
paper with future work direction.

II. TRANSMISSION OF MEDIA STREAMS USING AVTP
Traditional in-vehicle networks are mostly based on bus

technology that can not keep up with the growing commu-
nication demands of the self-driving car. In fact, they cannot
meet the in-vehicle network requirements for high bandwidth,
reliability and real-time communication expectations. Auto-
motive Ethernet, a novel in-vehicle network communication
technology, is implemented to ensure an appropriate level of
quality of service (QoS) which is essential for time-critical
automotive applications.

Audio Video Bridging (AVB) over Ethernet, a set of
technical standards, provides improved synchronization, low-
latency, and reliability for switched Ethernet networks between
multimedia devices. Recently, a lot of automotive products
such end-nodes device (i.e.,speakers, cameras, digital signal
processors) and network hub (i.e., AV Bridges) support it. In
fact, end-nodes can be a talker, a listener or both. A talker is
the transmitter of a data stream or the source of the AVB
stream and a listener is the receiver or the destination of
the AVB stream. These end-nodes are connected by an AVB
Bridge which acts as a switch that receives time-critical data
from the AVB talker and forwards it to the AVB listener. This
interconnection between these three components, as presented
in Fig.1, is called AVB Ethernet Local Area Network (LAN).

As previously mentioned, AVB has diverse sub-standards
to support time-critical in-vehicle applications such as IEE
802.1 Qav, IEEE 802.1 Qat, IEEE 802.1 AS and IEEE 1722.
Due to the lack of publicly available datasets which covers
attacks on diverse AVB protocols, we are only considering
published ones which are composed of captured automotive
cyberattacks on IEEE 1722, a stream transmission protocol
in charge of transporting control data and audio and video
streams. Unfortunately, datasets which cover attacks on other
AVB protocols aren’t publicly available. As depicted in Fig.
2, the IEEE 1722 packet and its content are sent through
an Ethernet frame. The IEEE 802.1Q header is also included

Fig. 1. Typical AVB Ethernet Local Area Network (LAN).

in the Ethernet packet. Furthermore, the priority information
encapsulated within is critical for the functioning of AVB QoS
concept. Moreover, only AVB listener members that share the
same AVB talker’s VLAN tag can receive the audio/video
stream. In the case of The IEEE 1722, the ethertype field’s
hexadecimal value is 0X22F0.

Fig. 2. IEEE 1722 packet format. Source: [14]

In terms of IEEE 1722 streaming packets, the header, the
stream ID, the ”Presentation time,” payload information, and
the payload itself are all included therein. The data type of the
A/V stream is specified in the header which also includes its
sequence number needed by AVB listeners to detect missing
packets. The MAC address of the talker is used to produce
the stream ID, which identifies a single data stream. The
format of the data within the payload is directly related to
the field of payload information. The AVBTP timestamp is
a time presentation which specifies when a received packet
should be delivered to the AVB listener application [14].

We will provide in Section III the threat model and the
corresponding replay attacks on AVTP protocol, created by
Jeong et al. [31], and list also the relevant AVTP features to
be leveraged for anomaly detection.

III. AVTP DATASET DESCRIPTION

Given a sequence of AVTP packets, we aim to detect
whether this sequence is normal or anomalous, i.e., an AVTP
sequence is anomalous if it contains at least one abnormal
(i.e., injected/out of order/replayed) packets. Hence, we have
used the ”Automotive Ethernet Intrusion Dataset” dataset [30]



created by Jeong et al. [31] and which contains benign and
malicious AVTP packet captures from their physical Automo-
tive Ethernet testbed.

TABLE I
AUTOMOTIVE ETHERNET INTRUSION DATASET

Dataset # Normal # Abnormal Size
packets packets (MB)

R 0 36 0.0164
Dnormal 139,440 N/A 63.3
D1

injected 139,440 65,988 93.3
D2

injected 307,020 130,906 198.8

The datasets are recorded in the PCAP file format and,
therefore, are viewed using prevalent programming libraries
and packet analyzers (such as Wireshark). In fact, the dataset
contains four benign (attack-free) packet captures and four ma-
licious ones collected in different environments. The malicious
packet captures represent replay cyberattack. In fact, they
contain message injection of arbitrary stream AVTP data units
(AVTPDUs) into the IVN since the attacker’s goal is to output
a single video frame, at a terminal application connected to
the AVB listener, by injecting previously generated AVTPDUs
during a certain period. For our experiment, we have only
considered the AVTP packets collected indoor, presented in
Table I. We refer readers to [31] for further information.

In order to represent AVTP sequences, we use the Feature-
based Sliding Window (FSW) [34] to group packets which
belong to an AVTP dataset into subsequences with fixed
window size w, where w ∈ {8, 16, 24, 32, 40} and the slide
size is 1. Hence, each sequence of ordered packets is defined
as S = {p1, ...,pt, ...,pT }, where pt ∈ D indicates a
transmitted AVTP packet at time t, and D indicates the original
AVTP Dataset. Each packet pt in the AVTP dataset has 438
bytes/features, each of which has a integer value between 0 and
255, where pt ∈ Z58 (since the most suitable number of bytes
used to detect anomalies is the first 58 bytes of each AVTP
packet, [31]). Hence, to achieve our previously mentioned
goal, we train our model using the dataset Dtraining composed
of normal AVTP sequences with each packet. The normal
sequences are extracted from dataset Dnormal, depicted in
Table I. However, when testing, we have preprocessed packets
into sequences from both datasets D1

injected and D2
injected, and

which contain replayed packets from datasetR . Moreover, We
label each AVTP sequence using the following criteria:

Y =

{
0 (normal) if (pt ∈ S)&(pt /∈ R),∀t ∈ {1, .., w}
1 (abnormal) otherwise

where Y is an AVTP sequence’s label, and R is a set of
replayed AVTP packets, collected during a legitimate AVTP
media transmission.

It’s worth noting that we do not follow [31] labeling
criteria. In fact, [31] aim to detect packets which are replayed.
However, we aim to detect whether a sequence contains one or
several injected packets. Notably, using this labeling criteria,
more suitable for self-supervised learning, our model can be

further used for the detection of cyberattacks different than
replay attacks in future work and which are detected by
inspecting a series of ordered packets.

Moreover, we have reshaped our dataset to suit different
types of models. Hence, since convolutional autoencoders,
presented in Section IV, deal with image samples we had to
reshape each sequence S into 2D images using the following
mapping

Im(Sk) =


ak,1 ak,2 · · · ak,58

ak+1,1 ak+1,2 · · · ak+1,58

...
...

. . .
...

ak+w,1 ak+w,2 · · · ak+w,58

 (1)

where Im(Sk) denotes the k-th reshaped sequence of S
(corresponding to training sample k ∈ {1, ..., N}), w is
the total sequence length, am,n is an AVTP packet feature
(byte) such that 0 ≤ am,n ≤ 255, k ≤ m ≤ k + w,
and 1 ≤ n ≤ 58. Hence, an AVTP dataset, represented as
D = {Im(Sk)}Nk=1, is ready to be fed into our proposed CAE
model. It’s worth noting, that when fed into LSTM models,
we use D = {Sk}Nk=1, where Sk is defined as the kth AVTP
sequence.

IV. UNSUPERVISED INTRUSION DETECTION SYSTEMS

Intrusion Detection Systems (IDSs) are considered as an
efficient tool to guarantee the confidentiality, integrity and
availability of network data. In fact, network intrusions can be
detected and identified by comparing their attack signatures
to a dataset which contains a pre-defined list of cyberattack
patterns. This approach is called signature-based intrusion de-
tection. However, a regular updating of signature databases is
not practicable because of the constant evolution of innovative
attack tactics. An alternative solution could be the adoption
of anomaly-based IDSs which find pattern in the data that
deviates from other observations and indicates the presence
of malicious activities in the network traffic. In this work, we
will compare the performance of deep learning based intrusion
detecton systems especially autoencoders based models with
state-of-the-art machine learning models.

A. Deep Learning-based IDS

Deep learning techniques are increasingly used to address
the development of complex anomaly detection based IDSs
[16]. One of the most commonly studied feature learning
techniques is the use of autoencoder (AE) neural networks
which can be used to detect anomalies in high-dimensional
data and for different data types including images/videos,
sequence data and graph data.

The autoencoder AE, introduced by Rumelhart et al. [17],
seeks to learn a low-dimensional feature representation space
suitable for reconstructing the provided data instances. During
the encoding process, the encoder maps the original data
onto low-dimensional feature space, while the decoder tries to
retrieve the original data from the projected low-dimensional
space. Reconstruction loss functions are used to learn the



TABLE II
AE MODELS CONFIGURATION

Parameter Value
Learning Rate 0.0001
Optimizer Adam
Batch Size 16
Early stopping Yes

parameters of the encoder and decoder networks. Its recon-
struction error value must be minimized during the training
of normal instances and therefore used during testing as an
anomaly score. In other words, compared to the typical data
reconstruction error, anomalies that differ from the majority of
the data have a large data reconstruction error. The following
equations govern the behavior of an AE:

z = φe(x; Θe), x ∈ Rd. (2)

x̂ = φd(z; Θd), z ∈ Rm, x̂ ∈ Rd , m < d. (3)

{Θ∗e,Θ∗d} = argmin
Θe,Θd

(sx) (4)

where, sx =
1

N

N∑
k=1

‖xk − x̂k‖22 (5)

where xk is d-dimensional input for sample k ∈ {1, .., N}, N
is the number of samples, φe is the encoding network with the
parameters Θe, z is an m-dimensional encoding representation
of x, φd is the decoding network with the parameters Θd, x̂k

is a d-dimensional reconstruction (output of AE for sample
k ∈ {1, .., N}), Θ∗e and Θ∗d are the optimum values for the
encoding and decoding parameters obtained after training the
AE through backpropagation, and sx is the mean squared
reconstruction error, [16].

In fact, only data with normal instances are used to train
the AE. Hence, since normal samples in the test dataset have
likewise normal profile of training samples, the correspond-
ing reconstruction error is alike. However, compared to the
anomalous testing samples, the reconstruction error is much
higher. As a result, we can simply classify samples by defining
a threshold for reconstruction error:

c(x) =

{
0 (normal) sx < β

1 (abnormal) sx > β
(6)

where c(x) is the classification function for input sample x and
β is the pre-defined anomaly detection threshold.

Through our work, we will investigate the performance of
two types of autoencoders: Convolutional based autoencoder
(CAE), and Long Short Term Memory based autoencoder
(LSTMAE). To implement these models, we leverage the
Python deep learning framework Pytorch [15]. We train and
evaluate them on NVIDIA® Tesla® V100S with 32 GB
HBM2 memory. After hyperparameter tuning, we use the
commonly chosen hyperparameters depicted in Table II.

1) Convolutional based Autoencoder (CAE): Researchers
have been widely using CAE for the anomaly detection of
concrete defects [20], in automated video surveillance [21], on
system logs [22], and on network application protocols such
as HTTP [23]. In fact, CAE is composed of convolutional and
deconvolutional layers leveraged in the encoder and decoder
parts, respectively. In order to use such architecture, input
samples must be reshaped into images.

The following equation governs the behavior of both con-
volutional and deconvolutional layers:

h
[l+1]
k = f(

∑
j∈J

x
[l]
j ◦ w

[l]
k + bk), (7)

where h[l+1]
k is the latent representation of k− th feature map

in layer l+1, f is a non-linear activation function, x[l]
j is the

j − th feature map of the output layer in layer l, w[l]
k is the

k−th filter weight for the layer l and bk is the bias parameter,
and ◦ represents a 2D convolution operation.

For different sequence length w, we have developed dif-
ferent CAE architectures. Our CAE architecture, depicted in
Table. III, is composed of three convolutional layers on the
encoder side, flatten and unflatten layers, one embedding layer,
and three deconvolutional layers on the decoder side. For the
encoding module, we firstly stack three convolution layers with
36, 64, 128 feature maps, respectively. We have chosen 3x3
kernel sizes for the different convolutional layers, and set the
padding and the stride is set to (1,1) and (2,2), respectively.
Then we flatten the output of the encoder and feed it to a dense
layer that represents the latent space and which is composed
of 64 * w neurons (chosen after tuning the correspondent
number of neurons). The embedded vector is then unflattened
and fed into the decoder. As for the decoding module, we flip
the architecture of the encoder, i.e., the corresponding feature
maps from bottom to up are 128, 64,32 and 1, and the kernel
sizes are 3×3. We set the stride to (1,1), the paddinng to (2,2)
and the output padding to (1,0), (1,0) and (1,1) for the three
deconvolutional layers.

2) Long Short Term Memory based Autoencoder: Long
short-term memory based Autoencoder (LSTM-AE), widely
used for anomaly detection [27] [28], are an implementation
of autoencoders that uses LSTM as learning layers both in
encoder and decoder components. In fact, LSTM networks
are a variant the traditional Recurrent Neural Network (RNN)
widely used for sequence modeling [29].

Each LSTM unit consists of three gate structures: an input
gate, a forget gate, and an output gate. The input and output
gates regulate the memory cell’s input and output activation,
respectively, whilst the forget gate updates the cell’s state. The
following equations govern the behavior of an LSTM unit:

ft = σ(Wxf · xt +Whf · ht−1 + bf ) (8)

it = σ(Wxi · xt +Whi · ht−1 + bi) (9)

C̃t = tanh(Wxa · xt +Wha · ht−1 + ba) (10)

ot = σ(Wxo · xt +Who · ht−1 + bo) (11)



TABLE III
CAE’S MODEL ARCHITECTURE

Block Layer Dimensions Act. Function Filter Size Stride Padding Output Padding
- Input (1,w,58) - - - - -

Encoder

Conv1 (32,w/2,29) ReLU (3,3) (1,1) (2,2) -
Conv2 (64,w/4,15) ReLU (3,3) (1,1) (2,2) -
Conv3 (128,w/8,8) ReLU (3,3) (1,1) (2,2) -
Flatten (128*w) ReLU (3,3) - - -

Embedding Linear (128*w/2) ReLU - - - -

Decoder

Unflatten (128,w/8,8) ReLU - - - -
Deconv1 (64,w/4,15) ReLU (3,3) (1,1) (2,2) (1,0)
Deconv2 (32,w/2,29) ReLU (3,3) (1,1) (2,2) (1,0)
Deconv3 (1,w,58) ReLU (3,3) (1,1) (2,2) (1,1)

TABLE IV
LSTMAE’S MODEL ARCHITECTURE

Block Layer Output Activation
Dimensions Function

- Input (w,58) -
Encoder LSTM1 (w,20) ReLU
Embedding LSTM2 (1,10) ReLU

Decoder
Repeat (w,10) ReLU
LSTM1 (w,10) ReLU
LSTM2 (w,20) ReLU
Linear (w,58) -

Ct = ft ⊗ Ct−1 + it ⊗ C̃t (12)

ht = ot ⊗ tanh(Ct) (13)

where ht−1 and Ct−1 are output and cell state at the pre-
vious moment, respectively, xt represents the current input,
f represents the forget gate, ft is a forget control signal
which determines if the prior unit’s state Ct−1 should be
reserved, ft ⊗ Ct−1 represents the information retained at
the previous moment, i represents the input gate, C̃t is
considered as the candidate cell state at time t, it repre-
sents the control signal for C̃t, ht is regarded as the final
output, ot represents the output control signal. Moreover,
{Wx,i , Wx,f , Wx,a , Wx,o} represents the { input, forget,
active, output }-layer connection matrices (all of which to
be learned), and {Wh,i , Wh,f , Wh,a , Wh,o} indicate
the { input, forget, active, output }-hidden layer recurrent
connection matrices (all to be optimized), σ is the sigmoid
activation function and ⊗ represents element-wise (Hadamard)
product.

In fact, for each sequence length w, we create a different
LSTMAE. As shown in Table IV, for the LSTM based encod-
ing module, we firstly stack two LSTM layers which output
an embedding vector of size 10 (chosen after tuning). Then
we repeat the embedding vector w times, and feed it into the
decoder. As for the decoding module, we flip the architecture
of encoder, i.e. the repeated vector passes through two LSTM
layers with number of features 10 and 20 respectively and a
dense layer, to be finally reconstructed.

3) Anomaly Detection using AE models: As previously
mentioned, we will classify AVTP sequence samples by defin-
ing a threshold β. Hence, after training our AE models for

each window size w, we vary β between µ − αminσ and
µ+αmaxσ where µ is the mean reconstruction error of normal
samples used for training, σ is the standard deviation of normal
samples’ reconstruction errors, α ∈ {−2, 2} with a step size
δ = 0.5, αmax = max(α) and αmin = min(α) to select the
best threshold.

B. Machine Learning-based IDS

Through our work, we compare the autoencoder based
models to state-of-the-art machine learning based anomaly de-
tection algorithms: One-Class SVM (OCSVM), Local Outlier
Factor (LOF) and Isolation Forest (IF). We have implemented
these algorithms using Scikit-learn python library, and have
trained and evaluated them on an 3.3 Ghz AMD EPYC™
7402.

1) One-Class SVM: One-Class Support Vector Machine
(OCSVM), proposed by Scholkopf et al. [36], is an appealing
tool for anomaly detection in different fields, such as the
detection anomalies in EEG data from epilepsy patients [37],
document classification [38] and others. Using OCSVM, data
are first mapped into a feature space using an appropriate
kernel function and then maximally separated from the origin
using a hyperplane. After tuning, we have used the radial basis
function (RBF) as the kernel function.

2) Local Outlier Factor: Local Outlier Factor(LOF), origi-
nally proposed by Breunig et al. [40], is a density-based outlier
detection algorithm that finds outliers by calculating the local
deviation of a given data point [41] [42]. In fact, LOF value
of normal data is approximately equal to 1, while the outlier
value is significantly higher than 1. In other words, if a sample
is located within a cluster, its localized density is similar to
the nearest neighbour. Hence, its value is close to 1.

3) Isolation Forest: Isolation forest (IF), proposed by Liu
at al. [39], detects anomalies using isolation rather than
modelling the normal points. In fact, this technique presents
a novel approach for isolating anomalies using binary trees,
providing a new prospect for a speedier anomaly detector that
directly targets abnormalities rather than profiling all regular
instances.

V. EVALUATION METRICS

For measuring the performance of different anomaly-based
IDS, we use the F1-score metric, a weighted average result
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TABLE V
AUTOENCODER-BASED MODELS’ CHARACTERISTICS & COMPUTATIONAL RESOURCES

Conv-AE LSTM-AE

Window Inference Time #Parameters Model Size Inference Time #Parameters Model Size
(s) (MB) (s) (KB)

8 0.49± 0.53 1,235,329 4.8 1.17± 0.90 12,338 52
16 0.48± 0.52 4,382,593 17 1.58± 0.96 12,338 52
24 0.38± 0.33 9,627,009 37 1.91± 0.95 12,338 52
32 0.43± 0.28 16,968,577 65 2.31± 1.02 12,338 52
40 0.45± 0.14 26,407,297 101 2.70± 0.99 12,338 52

of both metrics precision and recall and which is specifically
used when the dataset is imbalanced. The model has a large
predictive power if the F1-score is near 1.0.

Precision is the ratio of correctly classified predicted ab-
normal observations of all the observations in the predicted
class.

Precision =
TP

TP + FP
(14)

Recall is the ratio of correctly predicted abnormal observations
of all observations in the actual class.

Recall =
TP

TP + FN
(15)

Hence, the F1-score is calculated using the following equation:

F1− score = 2 · Precision ·Recall
Precision+Recall

(16)

Where: TP= True Positive; FP=False Positive; TN= True
Negative; FN=False Negative.

VI. RESULTS

Figures 3 and 4 shows the performance of different anomaly
based IDS on both datasets D1

injected and D2
injected. As seen,

conventional machine learning algorithms such as OCSVM,
Isolation Forest, and Local Outlier Factor perform poorly on
both datasets when recognizing anomalous AVTP sequences
for different sequence length. In fact, these traditional anomaly
detection models are inefficient at detecting anomalies in
large, high-dimensional datasets since these methods assume
small datasets with low numbers of features. Hence, when
dealing with a huge input dimensionality, a high proportion of
irrelevant features can effectively creates noise in the input
data, which masks the true anomalies and engenders poor
anomaly detection performance.

To overcome the limitations of these approaches in high-
dimensional datasets, the deep learning models CAE and LST-
MAE, are considered as a better alternative for anomaly de-
tection. As demonstrated in Figures 3 and 4, they significantly
outperform the benchmark anomaly detection models and
achieve reasonbale F1-scores on both datasets. After tuning
the threshold β for various sequence length and for different
datasets and AE models, the CAE and LSTMAE reached
their highest performance when β = µ + 0.5σ. Moreover,
the CAE model achieves an overall better performance in
terms of F1-score scores than LSTMAE model which indicates
that LSTMAE is not able to encode the context information

of an AVTP sequence from both the left and right context
especially when working on long sequences (w ≥ 16). Despite
the fact that a Bidirectional LSTMAE is commonly used
nowadays to represent contextual information, they suffer from
the vanishing or exploding gradients. In other words, the
model hardly captures the long-term dependency and which
is critical for the detection of anomalies in large sequences.
When varying the AVTP sequence length between 16 and 40,
CAE has outperformed LSTMAE by exploiting significant cor-
relations in a sequence of AVTP packets. The performance of
both models proportionally increases when increasing window
length on both datasets, since AVTP sequences will contain
more injected packets, thus it becomes easier to differentiate
between normal and abnormal AVTP sequences.

We also assess the the performance of the best models, more
specifically AE models, by measuring their computational
power and their memory requirements. As depicted in Table V,
although the CAE model has a bigger number of parameters
and a larger model size than LSTMAE, it stays speedier when
detecting anomalies in AVTP sequences for different window
sizes. Hence, CAE is more suitable for real-time intrusion
detection than LSTMAE. Although it has larger models’ size,
the CAE models can either be deployed on a cloud server
connected to the in-vehicle network or can be embedded inside
an ECU with suitable memory characteristics. In the future,
we plan to examine the implementation of both ideas.

VII. LIMITATIONS

Due to the lack of datasets which represents attacks on
AVTP protocol and the availability of only one dataset that
solely represents replay attacks, our current comparison be-
tween the different deep and machine learning models can’t be
extrapolated to different types of cyberattacks on AVTP. Thus,
our comparison needs further investigation when Automotive
Ethernet datasets with diverse types of intrusions are available.
In addition, while we validated our solutions for real-time
scenarios, we have not yet implemented them on hardware. In
the future, we plan to examine their implementation on cloud
servers or any ECU connected to the in-vehicle network.

VIII. CONCLUSIONS AND FUTURE WORK

Anomaly detection in in-vehicle network protocols, espe-
cially in Automotive Ethernet, is a burgeoning study area.
With the development of realistic datasets which represent
automotive cyberattacks on this protocol, we are able to



develop anomaly-based detection models and to evaluate them.
In this paper, we compared the performance of different deep
and machine learning algorithms for learning normal Audio
Video Transport Protocol (AVTP) communication behavior
and thus identify cyberattacks on this protocol. The numerical
results show that autoencoder based IDS outperform state-
of-the-art traditional machine learning models for different
AVTP sequence length. Moreover, convolutional based AE
are suitable for real-time intrusion detection. For future work,
we aim to perform a similar analysis on a variety of AVB
dataset with sophisticated cyberattacks. Furthermore, we aim
to study the performance of anomaly detection algorithms on
other protocols running on top of Automotive Ethernet such as
Scalable Service-Oriented Protocol (SOME/IP) and Diagnosis
over IP (DoIP) protocol and which have different network
characteristics and vulnerabilities.
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Castro. ”Hand gestures to control infotainment equipment in cars.” 2014
IEEE Intelligent Vehicles Symposium Proceedings. IEEE, 2014.

[3] Tashev, Ivan, et al. ”Commute UX: Voice enabled in-car infotainment
system.” (2009).

[4] P. Hank, S. Müller, O. Vermesan and J. Van Den Keybus, ”Automotive
Ethernet: In-vehicle networking and smart mobility,” 2013 Design,
Automation and Test in Europe Conference & Exhibition (DATE), 2013,
pp. 1735-1739, doi: 10.7873/DATE.2013.349.

[5] Bello, Lucia Lo. ”The case for ethernet in automotive communications.”
ACM SIGBED Review 8.4 (2011): 7-15.

[6] ”IEEE Standard for a Transport Protocol for Time-Sensitive Applications
in Bridged Local Area Networks,” in IEEE Std 1722-2016 (Revision
of IEEE Std 1722-2011) , vol., no., pp.1-233, 16 Dec. 2016, doi:
10.1109/IEEESTD.2016.7782716.

[7] Migge, Jörn, et al. ”Insights on the Performance and Configuration of
AVB and TSN in Automotive Ethernet Networks.” Proc. Embedded
Real-Time Software and Systems (ERTS 2018) (2018).

[8] Khan, Shah Khalid, et al. ”Cyber-attacks in the next-generation cars,
mitigation techniques, anticipated readiness and future directions.” Ac-
cident Analysis & Prevention 148 (2020): 105837.

[9] Ethernet Security. https://www.etas.com
[10] D. Wang and S. Ganesan, ”Automotive Network Security,” 2021 IEEE

International Conference on Electro Information Technology (EIT),
2021, pp. 193-196, doi: 10.1109/EIT51626.2021.9491889.

[11] Alkhatib, Natasha, Hadi Ghauch, and Jean-Luc Danger. ”SOME/IP
Intrusion Detection using Deep Learning-based Sequential Models
in Automotive Ethernet Networks.” arXiv preprint arXiv:2108.08262
(2021).

[12] M. Kang and J. Kang, ”A Novel Intrusion Detection Method Using
Deep Neural Network for In-Vehicle Network Security,” 2016 IEEE 83rd
Vehicular Technology Conference (VTC Spring), 2016, pp. 1-5, doi:
10.1109/VTCSpring.2016.7504089.

[13] A. Taylor, S. Leblanc and N. Japkowicz, ”Anomaly Detection in
Automobile Control Network Data with Long Short-Term Mem-
ory Networks,” 2016 IEEE International Conference on Data Sci-
ence and Advanced Analytics (DSAA), 2016, pp. 130-139, doi:
10.1109/DSAA.2016.20.

[14] Matheus, Kirsten, and Thomas Königseder. Automotive Ethernet. Cam-
bridge University Press, 2021.

[15] Pytorch framework. https://pytorch.org/.
[16] Chalapathy, Raghavendra, and Sanjay Chawla. ”Deep learning for

anomaly detection: A survey.” arXiv preprint arXiv:1901.03407 (2019).
[17] Rumelhart, David E., Geoffrey E. Hinton, and Ronald J. Williams.

”Learning representations by back-propagating errors.” nature 323.6088
(1986): 533-536.

[18] Ieracitano, Cosimo, et al. ”A novel statistical analysis and autoencoder
driven intelligent intrusion detection approach.” Neurocomputing 387
(2020): 51-62.

[19] Oliveira, Tiago Prado, Jamil Salem Barbar, and Alexsandro Santos
Soares. ”Multilayer perceptron and stacked autoencoder for Internet
traffic prediction.” IFIP International conference on network and parallel
computing. Springer, Berlin, Heidelberg, 2014.

[20] Chow, Jun Kang, et al. ”Anomaly detection of defects on concrete
structures with the convolutional autoencoder.” Advanced Engineering
Informatics 45 (2020): 101105.
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