
  

 

Abstract—In this paper an energy optimal path planning and 

velocity profile generation for our highly maneuverable 

Robotic Electric Vehicle research platform ROboMObil is 

presented. The ROMO [1] is a development of the German 

Aerospace Center’s Robotics and Mechatronics Center to cope 

with several research topics, like energy efficient, autonomous 

or remote controlled driving for future (electro-) mobility 

applications. The main task of the proposed algorithms is to 

calculate an energy optimal trajectory in a real-time capable 

way. It is designed to incorporate data from actual traffic 

situations (e.g. oncoming traffic) or changed conditions (e.g. 

snowy conditions). The resulting trajectory is then fed forward 

to a lower level time independent path following control [2] that 

calculates the motion demands for our energy optimal control 

allocation. This in turn distributes the demand to the actuators 

of the over-actuated vehicle. We show a numerical reliable way 

to formulate the energy optimal path planning optimization 

objective, which is able to provide a consistent replanning 

feature considering the actual vehicle states. Besides this, 

different types of optimization methods are evaluated for their 

real-time capabilities. The velocity profile will be calculated 

afterwards and the generation of the profile is also enabled to 

handle dynamic replanning. Finally, we show several 

experimental results, using a virtual road definition and tests 

on a commercial real-time platform. 

I. INTRODUCTION 

HE Energy Management (EM) Strategy of efficient future 

vehicle architectures will be one of the key technologies 

for sustainable individual mobility. Besides many strategies 

to optimize the energy consumption of auxiliary devices or 
optimization of the energy flow in (serial) hybrid 

architectures, we focus in this work on the potential of 

energy management of the motion layer of the vehicle [3]. 

For our research we use DLRs robotic research platform 

ROboMObil [1], which represents an electro-mobility 

concept with four independent Wheel Robots. Through its 

full X-by-Wire central control architecture it is possible to 

command all motion actuators (steering, traction, braking) 

separately. In this way we are able to develop new control 

strategies without any restriction like couplings of the 

driver’s input wish. In this publication we complete the EM 
scheme proposed in [3] and discuss the top level “Global 
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Energy Optimization”, (Fig. 1) and its connection to the 

lower level block “Optimal Actuator Control”. In this high 

level planner stage we propose a real-time capable path 

planning and velocity profile generation scheme and its 

connection to the energy optimal Control Allocation (CA) 

algorithms [3] in the underlying level. Experimental results, 
in combination with the mentioned previous work [3], will 

show the capabilities and performance of the here proposed 

EM framework. 
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Fig. 1: ROMOs Energy Management strategy – the scope of this work is 
marked red (Graphic is developed in imitation of [6]) 

The paper is organized as follows: In section II we sketch 

the development of our proposed energy optimal path 

planning optimization objective and its difference to existing 

approaches. For its solution we show an adapted nonlinear 

optimization method to achieve efficient real-time 

capabilities. Furthermore, we extended the approach to 
generate an associated velocity profile generation. Section 

III shows experimental results in our Software In the Loop 

(SIL) virtual road simulator using a commercial real-time 

platform and the OpenDrive standard [5] as road definition. 

Finally we give a short overview of on-going investigations, 

as well as a summary of the scientific contribution in this 

publication. This paper is part of these investigations which 

are also published in [7] and not cited separately. 

II. REAL-TIME CAPABLE PATH PLANNING 

In this chapter we sketch an optimization problem 

formulation for a real-time capable path planning algorithm 

that combines the benefits of two approaches (explained in 

sec. II.A), which are a small scale optimization problem and 

inequality constraints which represent the environment more 

accurately. For doing this we assume a situation as shown in 
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Fig. 2. A vehicle is traveling along a predefined road (here 

we do not deal with the navigation in a road network) and it 

is able to use the available lateral space      on the street to 

minimize a criteria like the path curvature.  

 
Fig. 2: The vehicle model with width of      and orientation   defines the 
valid area of the road (graphic is based on [8]). 

Furthermore, we introduce an additional constraint to enable 

real-time path replanning capabilities that incorporate the 

actual vehicle state. In a last step a velocity profile along the 

optimized path is calculated that considers the resistant 

forces and the physical limitations of the vehicle. 

A. State of the art in vehicle path planning 

As a preliminary work we examined two promising 

approaches of the publications [8] and [9]. The first 

approach in [8] is based on the idea that every road boundary 

as well as the vehicle path itself can be represented as two 

splines in the direction of   and   (Fig. 2): 

  ( )    (    )
    (    )

    (    )     (1) 

Each spline consists of     polynomial functions   ( ) 

between   interpolation points   . The spline parameter   is 

defined by the linear relation        with      . 

The authors derived a linearized Quadratic Problem (QP) 

with inequality constraints that are based on a polynomial 

coefficient comparison of the boundaries and the optimized 

path. As the minimization criteria they defined a linearized 

function  ̃ of the curvature along the path: 

 ̃  ∑ ∑   (    
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with           . The resulting QP enables a good real-

time capability due to the availability of powerful solvers 

e.g. QL [10]. Unfortunately we experienced several 

problems in implementation with this approach. If the path 

changes a quadrant it is necessary to redefine the inequality 

constraints, to be consistent with the left and right street 

boundary. Therefore, it is necessary to place an extra 
interpolation point at the transition of the quadrants, which 

could lead to a poor weighting of the spline segments. Due 

to the choice of the polynomial coefficients as optimization 

variables and its weak coupling between each other, the 

quadratic matrix of the QP gets sparse and thus the numeric 

error large, what may cause inaccurate results. This effect is 

strengthened through the linearization of the curvature 

objective, which is only valid for very small distances. In an 

attempt to handle this with weighting factors in the objective 

we were not able to guarantee a robust solution of the 

approach.  

The second algorithm we have evaluated [9] simplifies the 

optimization approach drastically, since only the scalars 

         at the junction points of the polynomial sections 

can be tuned by the optimizer. These scalars    define the 

point on the connection line between the right and the left 

street boundary at the point      (see Fig. 3), where 

     means the path is located on the left and      

means it is located on the right. In this way the optimization 

problem has a dense formulation and numerically reliable 

results are achievable. Nevertheless with this approach it 

cannot be guaranteed that the calculated path will stay within 

the boundaries between two control points.  

In the following sub-section we will provide a sketch of our 

new approach to path planning that tries to combine the 

advantages of these both algorithms.  

B. The new combined approach 

The aim of our approach is to find a path representation 

leading to a small scale optimization problem and being 

capable to formulate more representative inequality 

constraints than in [9], i.e. also between the interpolation 

points.   
Our problem formulation uses polynomials as the path 

representation (like in [8]), but with interpolation points 

fixed on a line between the boundary knots like in [9]. The 

benefit of this representation is that we are able to reduce the 

eight optimization variables (compare eq. (1), [8]) per spline 

segment to only three. 

 
Fig. 3: Notation of spline representation. 

The reduced set of variables for one spline segment   ( ) 

are the polynomial coefficients    (         )
 
 and a scalar 

scaling factor   . All other spline parameters can be 

expressed in dependency on    and   . This representation 

can be derived from the constraint that a    continuous 
transition between the spline segments is guaranteed. This 

demand can be expressed in a set of equality constraints: 

The position and its first and second derivative of two spline 

segments have to be the same at each junction point: 
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with        . Equations (3) and (5) contain four 

unknown          and     . To obtain a determined system 

of linear equations an additional one (6) is added to the set to 
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describe the shifting of the interpolation points between the 

left 𝒍  and the right 𝒓  side of the street boundaries via  : 

   𝒍  (𝒓  𝒍 )              (6) 

Solving the system of linear equations (3), (5) and (6) and 

substituting the results into (1) yields to the compact path 

representation with the    variables    and   . 

The representation is used for our new equality constraint, 

which results from substituting the derived dependencies 

from       and    on    and    into the remaining original 

constraint (4). Equation (7) shows the reduced equality 

constraint for      and         

               

 (𝒍    (𝒓    𝒍   )    )   (𝒍  (𝒓  𝒍 )  )
  (𝒍    (𝒓    𝒍   )    )   

(7) 

Consequently we can decrease the number of equality 
constraints, since they are partly contained in the new path 

representation. 

The inequality constraints can be simply described with the 

introduced optimization variable    as in [9]: 

                   (8) 

In the next section we show that the optimized path lies 

always in the constrained area. To achieve a better coverage, 

the interpolated points could be placed closer together, with 

the major disadvantage of a larger optimization problem. 

Therefore we suggest here a further development of 

orientation independent inequality constraints without the 

need of additional optimization variables. The same 

principle as for   is used at intermediate points between the 

spline sampling points. The  -th optimized path segment 

  ( ) evaluated at   linearly spaced points         
  

   
 

for       must be located between the left boundary 

𝒍 ( ) and the right boundary 𝒓 ( ) at the same points. The 
new formulated inequality constraints of (9) are visualized in 

Fig. 4. 
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Fig. 4: Additional inequality constraints at      between sampling points. 

The vector between the left boundary and the optimized path 

  (  )  𝒍 (  ) in direction of the vector between the left 

and right boundary 𝒓 (  )  𝒍 (  ) must be longer than zero 

and shorter than 𝒓 (  )  𝒍 (  ). The accuracy of these 

constraints can be defined independently of the number of 
interpolated points. There is the possibility that despite valid 

inequality constraints the optimized path lies outside of the 

boundaries, but due to the curvature minimization it is very 

unlikely that a violating path is computed (e.g. loops 

between to control points may cause a large value in the 

curvature cost function). 

In summary we propose an optimization problem with a 

nonlinear cost function and linear constraints. As cost 

function the path curvature is chosen as introduced in [11].  
With a smaller curvature of the path, a turn can be passed 

with a higher velocity according to   √           and 

thus with less energy consumption due to less acceleration of 

the vehicle. The optimization problem with the spline 

coefficients   (                           )
 
 is given as: 

         
 

 ∫   (   )   
  

 

 

s.t.      

 
       

 

(10) 

Thereby all derivatives of the polynomials in the integral 

over the quadratic path curvature (11) can be easily 
calculated analytically 
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The dimensions of the constraint matrixes are  

     (   )         and        (   )          compared 

to      (   )    (   )  and       (   )    (   )  in [7]. 

That means we achieve a reduction of the number of 

optimization parameters and an increase of non-zero entries 

within the minimization objective if the QP is applied. 
To add a dynamic replanning feature in a real-world 

application (i.e. information of upcoming obstacles), we 

needed to modify the spline formulation. To have a 

continuous junction between a previously planned path and a 

new planned path segment the spline formulation must be 

capable to ascertain the starting position with its first 

derivative and the curvature as boundary conditions. With 

more than two boundary conditions the system of linear 

equations of the spline representation would be 

overdetermined [12]. To cope with this problem we 

introduce an extra point (red cross on spline without blue 
box in Fig. 5) whose position cannot be tuned by the 

optimizer. Thus, the system gets determined when 

introducing the third boundary condition and we can 

guarantee continuity of the replanned path. 

 
Fig. 5: All points except the second point have a defined position. The inner 

points have a    continuous junction. A defined slope is applied to the start 
and end points and a defined second derivative to the starting point. 

In summary we have achieved a new optimized problem 

formulation and its solution based on the ideas for path 

planning in [8], [9]. We introduced a nonlinear objective that 

can handle, by the use of analytic derivatives, a precise 
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curvature evaluation (referring to (11)). Furthermore, we 

could reduce the dimension of the optimization variables 

from  (   ) to only      which reduces the 

computational effort. Through the reduction of degrees of 

freedom in the set of linear equations we enabled the 
introduction of an additional boundary condition to have 

consistent restart conditions for replanning the path. All 

constraints are kept linear and the inequality constraints are 

orientation independent through the pointwise proof. 

Through the representation with the variables     ,      and 

   their number could be reduced also. The number of 

equality constraints has been reduced to one third compared 

to [8]. The number of inequality constraints could be 

reduced to one eighth if no intermediate points are 
evaluated, which is equivalent to the constraints in [9]. It 

remains for further investigations to determine which 

distance and distribution between evaluated sampling and 

intermediate points are sufficient. 

C. Structure exploiting optimization 

To achieve our goal to make the optimization of the problem 
formulation (10) real-time capable, we decided to choose an 

optimization method that can exploit the problem structure. 

While testing different approaches (compare TABLE 1 and 

the explanation in the latter) we choose a nonlinear gradient 

method (NG) similar to [13] as optimizer of choice. The 

reason for this can be explained as follows. First, it is quite 

simple to derive the gradient function after approximating 

the curvature integral with a Riemann sum: 

   ∫   (    )   

    

  

  ̂  ∑  
 (     )     

 

 (12) 

with a small constant interval size    . This approximation 

is necessary since no analytic integral solution of the 

quadratic curvature term (11) is known. Using this, the 

gradient computation can easily be divided into sub 

problems through the piecewise polynomial representation 
of the spline. Second, the linear equality and inequality 

constraints enable projection methods to determine a feasible 

search direction. The negative gradient    ( ), i.e. the 

search direction, is projected onto the equality constraints   

by computing a Moore-Penrose pseudoinverse  , resulting 

in the projected direction 𝒓 as described in [13] and shown 

in (13) 

𝒓   (    (   )   )⏟            
 

  ( )   (13) 

The included matrix inversion has to be performed only 

once, since the equality constraints do not change during the 

iterations. For the inequality constraints a more complex 

Gram-Schmidt projection is chosen, which projects the 

search direction into the null space of the active inequality 

constraints. This avoids computational expensive matrix 
inversions if the set of active inequality constraints changes, 

which is an advantage especially with large scale problems 

like they can occur in our case on long planned paths.  

Nevertheless we want to give a short overview regarding the 

performance of our NG technique in comparison to other 

approaches: (linearized) Quadratic Program, fmincon (the 

built-in solver from MATLAB) and Sequential Quadratic 

Program (SQP). 
TABLE 1 

COMPARISON OF OPTIMIZERS 

Algorithm Time Iterations 
Cost Function 

   

Relative Increase 

(    min)  min  

QP      s -                   

NG      s 73                   

fmincon      s                       

SQP      s                - 
     

 

TABLE 1 shows the comparison between different 

implemented optimization algorithms with a      long 

track. On the one hand, the quadratic approximated cost 

function results in a significant higher curvature in contrast 

to the nonlinear cost criterion in (10). On the other hand, all 

algorithms using the nonlinear criterion yield to a similar 

optimized path. Regarding the computation time the NG is 

always faster than the SQP algorithm due to no Hessian 
matrix is required. The NG method is chosen for the real-

time implementation of the online planning process, because 

of its simplicity and fast computation time without 

sacrificing the ability to find a reasonable solution. 

D. Velocity Profile Generation 

After we have gathered the spatial information of the path 
via optimization in the preceding sub-sections it is now 

necessary to generate the time information along the path. 

The velocity profile generation is based on [4] and consists 

of three main steps. First, a desired velocity profile is 

defined considering the maximum vehicle velocity 

(constraint by technical limits) and the road speed limits. In 

the second step this desired profile is modified to satisfy a 

lateral acceleration limit with the given path curvature 

regarding the following equation:   √          . This 

lateral acceleration limit          is mainly based on comfort 

requirements. The last step is a forward and backward 

filtering of the velocity profile to fulfill the longitudinal 

acceleration limits. These limits result from all acting forces 

on the vehicle, which are the motor torque   and the 

counteracting driving resistance as depicted in Fig. 6. 

 
Fig. 6: Picture of the ROMO with all resulting forces. 

The driving resistances considered here are     ,       and 

      of the air resistance, rolling resistance and downhill 

force, respectively. 

III. REAL-TIME IMPLEMENTATION & EXPERIMENTS 

This section summarizes our online path planning approach 

and explains the cooperation of the previously introduced 
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parts. Fig. 7 gives an overview of the signal flow of the real-

time implementation with its main path planning part 

executed at a longer sampling time       and the interface to 

the Vehicle Dynamics Control (VDC) executed at a shorter 

sampling time      . Starting with the query of the road 
definition (by the use of the OpenDrive [5] representation), 

the road boundary points and therefore the inequality 

constraints can be determined. Additionally, the boundary 

conditions, i.e. start and end values of the spline and their 

derivatives, are required for the optimization. The start 

conditions have to match with the end of the previous 

planned path segment, provided by the unit delay blocks. 

The resulting optimization variables    are then evaluated to 

derive the spline representation of the optimized path. The 

curvature of the path defines the velocity profile   beside the 
vehicle dynamics limitations of the controlled vehicle. The 

interface to the vehicle dynamics control [2] is a time 

independent motion demand  ( ). It consists of the five 

quantities: absolute position   and   of the reference path, 

the corresponding path orientation  , its curvature   and the 

generated velocity  . The feedback from the VDC is the 

state   describing the currently required arc length of the 

reference path. 

 
Fig. 7: Overview of the online planning approach with interface to VDC.  

The path planning is implemented in MATLAB/Simulink 

and in a separate Modelica [15] model the vehicle dynamics 

model and the vehicle dynamics control are implemented 

[2]. Both models are cross-compiled for the dSpace real-time 

system ScalexIO [14] with the motion demand  ( ) and the 

arc length   defined above as interface to each other. 

A. Experimental test track 

The evaluation of the planning approach is performed with 

the road description illustrated in Fig. 8. This test road is a 

2 km long part of track number 2716 of the 

SmartDBRuaralOnly OpenDrive [5] representation. 

 
Fig. 8: First      long part of the OpenDrive [5] test track. 

B. Experimental results 

The non-optimized curvature of the road is compared with 

the curvature achieved by the online planning in Fig. 9. The 

quadratic characteristic of the cost criterion causes a higher 

weighting on high curvatures. Thus, the peak curvature of 

sharp turns is reduced more than the curvature of wide turns. 

Additionally, smoother transitions between the turns are 

realized by the optimization. The depicted curvature 

reduction in Fig. 9 results in a path which requires less 

energy, as explained in II.B and according to [7], and a 

higher driving comfort. Fig. 10 shows the optimized path of 

our test track, which always stays within the bounds. 

 
Fig. 9: Comparison of the quadratic path curvature of the test track and the 

online optimized path with a horizon of         . 

 
Fig. 10: Detail of global optimized test track. 

A quantitative comparison and an evaluation of the influence 

of the optimization horizon length are given in the following 

table. 
TABLE 2 

COST FUNCTION EVALUATIONS 

Horizon Size Cost Function Cost Reduction 

     m (no opt.)            - 

       m                   

       m                   

      m (global opt.)                   
 

The comparison shows that the global optimization achieves 

a saving of almost 19 % on this track. The cost function 

reduction is not drastic, since the width of     of the test 

road is a very strict boundary specification. On the other 

hand, TABLE 2 depicts the dependency of the cost function 
on the chosen horizon size. The longer the optimization 

horizon is the more the cost function can be reduced. With a 

length of          no major cost function difference 
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compared to the global optimization is realized, thus this 

length represents a sufficient choice of the horizon in our 

scenario.  

As last part of the results section we want to show the real-

time capability of our approach. An implementation is real-

time capable if an upper bound of the execution time can be 
determined which is never exceeded and if the 

implementation produces reliable results within this time. 

All required computations, except the optimization, like the 

spline evaluation or the velocity profile generation are 

bounded by the considered track length. The optimization is 

also bounded by the maximum number of iterations, which 

can be applied as stop criterion beside a cost based criterion. 

Thus a global upper bound of the execution time of the 

online path planning approach can be determined. 

Fig. 11 shows the execution time of the real-time system 

with a cost based stop criterion of the optimization. If the 

path within a turn is optimized more iterations are required 
to reach the stop criterion, which results in a longer 

execution time. In a straight segment the cost criterion is 

already very low at the beginning of the optimization 

process and less iterations are necessary. 

 
Fig. 11: Execution time on the real-time system without a fixed number of 

iterations and a horizon size of        m. 

A fixed and sufficiently high number of iterations is chosen, 

yielding an average execution time of less than       . With 

this execution time the sampling time       of       is 

utilized by      on the real-time platform. The sampling 

time       is chosen regarding to the tradeoff between fast 

path updates and the capability of handling also longer 

horizons. 

IV. DISCUSSION AND OUTLOOK  

The first simulative results show the potential of online path 
optimization for saving energy to travel a given route on a 

street network using our virtual model of the ROboMObil. 

The algorithms are real-time capable and could be 

successfully connected to the underlying Optimal Actuator 

Control (see Fig. 1). Ongoing research will cope with an 

extension to the velocity profile as part of the optimization 

problem. It is also planned to enable replanning capabilities 

with time variant obstacles along the path. 
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