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Abstract—Touch-based fingerprint biometrics is one of the
most popular biometric modalities with applications in several
fields. Problems associated with touch-based techniques such as
the presence of latent fingerprints and hygiene issues due to
many people touching the same surface motivated the community
to look for non-contact-based solutions. For the last few years,
contactless fingerprint systems are on the rise and in demand
because of the ability to turn any device with a camera into
a fingerprint reader. Yet, before we can fully utilize the benefit
of noncontact-based methods, the biometric community needs
to resolve a few concerns such as the resiliency of the system
against presentation attacks. One of the major obstacles is the
limited publicly available data sets with inadequate spoof and live
data. In this publication, we have developed a Presentation attack
detection (PAD) dataset of more than 7500 four-finger images and
more than 14,000 manually segmented single-fingertip images,
and 10,000 synthetic fingertips (deepfakes). The PAD dataset
was collected from six different Presentation Attack Instruments
(PAI) of three different difficulty levels according to FIDO
protocols, with five different types of PAI materials, and different
smartphone cameras with manual focusing. We have utilized
DenseNet-121 and NasNetMobile models and our proposed
dataset to develop PAD algorithms and achieved PAD accuracy of
Attack presentation classification error rate (APCER) 0.14% and
Bonafide presentation classification error rate (BPCER) 0.18%.
We have also reported the test results of the models against
unseen spoof types to replicate uncertain real-world testing
scenarios.

Index Terms—Deepfakes, PAD, Finger photo, DenseNet, Non-
contact Fingerprint, Contactless Fingerprint, Touchless Finger-
print, Finger photo PAD

I. INTRODUCTION

Biometrics is a substitute for inconvenient and insecure
password/PIN authentication. The fingerprint is a biometric
modality that offers a high level of accuracy, universality,
uniqueness, and permanence. Thus, making it a popular and
widely used biometric modality by industries, law enforcement
agencies, and national ID programs worldwide [1] [2]. How-
ever, collecting fingerprint data from subjects require various
kinds of touch-based sensors, among them the most popular
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ones are optical, capacitive, and ultrasound. Recent research
has revealed that collecting fingerprint data from these sensors
can cause various performance issues [3]:

« Sensors are hard to clean - Latent fingerprints of a subject
might interfere with the following captures of fingerprint

« Distortions in fingers for touching sensor surface - Elastic
deformation caused by the friction between finger skin and
sensor surface during fingerprint collection can result in
reduced performance

« Fingerprint capture problems because of certain chal-
lenges - Skin deformation, humidity can lead to low capture
contrast and the failure-to-acquire of fingerprints

« No universal sensor - Different types of fingerprint sensors
available worldwide and most are used as an accessory to
a device. The inclusion of a secure fingerprint sensor in a
smartphone raises the cost of the product.

Apart from these, due to the global COVID-19 pandemic,
another concern with touch-based fingerprint sensors was
hygiene and sterilization after each use [4]. So, the popularity
of touchless or noncontact-based fingerprint sensors has sky-
rocketed. One of the main reasons is any device with a camera
can potentially be used as a noncontact-based fingerprint sen-
sor, making the use of accessory fingerprint sensors obsolete.
In this decade a large volume of banking and e-commerce
applications revolve around smartphones and mobile devices,
where users access and store sensitive and confidential infor-
mation. Most high-end smartphones nowadays use biometric
sensors to verify authorized users. Presently, smartphone-based
fingerprint recognition systems can be generally classified into
two different categories: (1) fingerprint-based authentication
and (2) finger photo-based recognition [5]. The popularity
boom of smartphone usage in the last decade and modern
technological advances in smartphones opened a great oppor-
tunity for the universal use of smartphones as a noncontact-
based fingerprint sensor [5]. A smartphone camera can capture



finger-photo and associated software can extract the necessary
information from the photos to use it as an authentication
technology. However, PAIs or spoofs can cause a security risk
to the noncontact-based fingerprint systems and cause a breach
of confidentiality or sensitive data leakage [6] [7]. So, it would
be important to determine their ability to detect liveness.
The most significant contributions of this publication are:

o Advanced Convolutional Neural Network (CNN) based
PAD algorithm architectures, tested against unseen PAls
to improve on the state-of-the-art in noncontact-fingerprint
PAD.

o« A live dataset collected from 35 subjects using 12
different smartphones of 6 different varieties, using
a commercial noncontact fingerprint collection application
developed for both android and iPhones.

« Development of PAD dataset using five different PAI ma-
terials in accordance to Fast ID Online (FIDO) Biometric
Requirements - six different PAIs of three difficulty levels
(based on time, expertise, and equipment) according to
FIDO criterion [8]. All algorithms were evaluated by stan-
dard PAD metrics as defined by International Organization
for Standardization (ISO) [9]. Researchers would be able to
gain access to this dataset by April 2023 after agreeing to
the dataset release agreement as per IRB-approved protocol.

« Introduction of single-fingertip-based Synthetic fingertips:
high-quality 10,000 synthetically generated samples from 35
live subjects by using StyleGAN with Adaptive Discrimina-
tor Augmentation (ADA) model [10].

The rest of the publication is structured as follows. Section
IT presents an analysis of the state-of-the-art in noncontact
fingerprint PAD. Section III details of the dataset and image
processing information. Section IV evaluates the PAD results.
Finally, Section V discusses the limitations and concludes the
publication.

II. STATE-OF-THE-ART

In the last two decades, researchers have been exploring
smartphone-based finger photo recognition [11] [12] [13] [5].
However, these publications were focused on finger photo-
processing techniques i.e. segmentation, enhancement, and
matching with the minutia-based algorithms. These algorithms
demonstrated the challenges of finger photo processing and
the datasets were not made available publicly to encourage
further research. In the last decade, Stein et al. [14] introduced
a PAD algorithm for spoof detection in a smartphone-based
noncontact fingerprint-capturing application. The algorithm
used reflection properties as hand-crafted features to analyze
the frames of a finger video to achieve a 77% successful
detection rate, assuming the PAIs i.e. finger photo print out
or finger sleeves would have different reflection properties
than live fingers. However, from the results, it is not clear if
finger sleeves laid on top of live fingers would be accurately
detected using this method. Taneja et al. [15] studied finger
photo PAD on mobile devices with print-out and replay attacks
and successfully classified between the live and spoof samples

using a Support Vector Machine (SVM) algorithm with hand-
crafted texture-based features and resulting in a detection equal
error rate (D-EER) of 3.71%. The PAD dataset is publicly
available, however, the manual capture of live and finger
photos was not properly focused and thus of low quality
and noisy, and neither data was collected using standard
international collection protocols. Fujio et al. [6] using the
same dataset developed a PAD algorithm with CNN (AlexNet)
which detected the noise of the spoof images, and achieved a
half total error rate of 0.04%. The authors resized the images
to 256*256 dimensions for analysis, which raise the chance
of loss of further features in the unfocused dataset and might
not provide a good classification against high-quality spoofs.
The same PAD dataset, along with collected replay attack data,
was used by Marasco et al. [7] to achieve D-EER of 2.14%
for AlexNet and 0.97% with ResNet. The authors evaluated
different color spaces and CNN architectures, however, the
publication did not mention the details of the image quality
used for analysis. Wasnik et al. [16] published PAD-based
finger photo recognition. The authors converted the finger
photos and replay attacks to traditional digital fingerprints and
derived hand-crafted features like second-order local structures
and classified between the live and spoof images using an
SVM algorithm to achieve 4.43% D-EER.

Recently, Kolberg et al. [17] introduced the COLFISPOOF
dataset for non-contact fingerprint PAD. The dataset has 7200
samples of 72 different PAI species and was captured using
two different smartphones. We applaud their effort to collect
such large-scale data for deep neural network-based training.
Most notably, the PAI materials used by the authors are mostly
silicon-based and of FIDO level A & B difficulty, which trans-
lates to easy and moderately difficult to make. Furthermore,
the authors used SynCoLFinGer [18], which synthetically
simulates and generates finger photos from contact-based
fingerprints. These synthetic live fingerprints can be very easily
visually distinguished from the live fingertips. The authors
also proposed evaluation protocols to train and test the PAD
algorithms using the developed dataset but did not contribute
any PAD algorithm.

From the evaluation of the state-of-the-art, evidently, none
of the studies that have shared data sets publicly have a large
spectrum of PAIs according to FIDO or ISO standards. The
datasets we have found in the public domain are low quality,
not in focus, only used finger sleeves or PAIs made artificially
from different materials to lay on fingertips to obscure real
fingertips, print out of finger photos, and display attacks as
PAIs, and none of them used extremely sophisticated, hard
to make, and visually indistinguishable synthetic PAls. Many
works have resized their images, without exploring if the
resized images were losing important features. The algorithms
used for PAD are either hand-crafted feature-based or used
older CNN architectures. Neither the algorithms were tested
against unseen or unknown spoof varieties to replicate real-
life uncertain scenarios. Keeping these in mind, we have
developed a single fingertip-based spoof dataset according
to the standard PAI creation protocols, and difficulty levels,



using different types of materials and spoof textures that
reflect real skin tones. We have also included high-quality
synthetically generated fingerprints. All the spoof images were
collected manually by focusing on the target fingertip and
quality was checked to ensure the fingertip is in focus and
of good quality i.e. not blurred or smudged and fingertip
ridges and valleys are clearly visible. We have used more
recent and advanced CNN architectures i.e. DenseNet-121 and
NasNetMobile for developing PAD algorithms and compared
the algorithms against similar architecture adoption of Keras
[19] and tested them against unseen spoofs i.e. our algorithms
were not trained with the unseen PAIs to replicate the real-
life uncertain scenarios. The model architectures were chosen
based on their size, parameters, and performance against the
ImageNet validation dataset. All the algorithms used in this
publication were used for binary class i.e. live vs. spoof
classification.

III. DATASET AND IMAGE PROCESSING

We have constructed a Presentation Attack (PA) dataset of
35 subjects, consisting of two sessions of live data collection
and finger-mold collection in the first session for the four
fingers of both the subject’s hands. The live data was collected
using 6 smartphone pairs. The finger mold (made from a dental
mold and impression material) was used to create finger molds
or PAIs using five different types of materials, additives to
achieve human skin tones with ecoflex PAI, and deepfake
fingertips or synthetic fingers. Please refer to Fig: 1 for visual
single-fingertip-based finger photo examples. Table 1 describes
the number of images we have presently in our dataset. All
the four-finger-based live images were automatically captured
using Veridium TouchlessID [20], a commercial smartphone-
based noncontact-based fingerprint recognition technology,
which provides us with the captured four-finger images of
the subject’s both hands. The app automatically sets the focus
and distance of the captures (we do not have this proprietary
information from Veridium). However, we could not use the
same app to capture PAls, because of the failure-to-capture
of many PAI images and license issues. Thus we captured
the spoof images from the PAI samples overlaid on the real
fingertips and using the manual capture with a smartphone
camera. During capture, the collectors set the focus of the
camera on each fingertip of the hand in a four-finger image
capture setting, from a 6-inch distance from the camera.
After we finished collecting ecoflex PAIs, we noticed that
the collectors were having difficulty capturing good quality,
well-focused images from the older smartphones i.e. Samsung
Galaxy S6s, S7s, and Google pixels. So, we did not use these
phones for the collection of other PAI modalities and only used
the most recent smartphones, i.e., iPhone 7, iPhone X, and
Samsung Galaxy S20. It would also be important to mention
that the collection of PAI images from different PAI modalities
is still ongoing. Presently, our dataset has more than 23,000
single fingertip images refDataset. We plan to collect a further
6000 single-fingertip PAI images by April 2023.

A. Presentation Attack Instrument Generation

The PAIs were prepared using five different types of ma-
terials and collected using different smartphones. Additional
details about each PAI species are provided as follows:

« Ecoflex layover (EL): Fingertip layover molds for each
finger of the subject’s hand mold were prepared using the
ecoflex with makeup additives to achieve colors close to
human skin tones and used as PAI of difficulty level B.
Ecoflex PAI images of 24 subjects were collected.

« Playdoh layover (PL): Fingertip layover molds for each
finger of the subject’s hand mold were prepared using
playdoh material of red color (easily available in markets)
and used as a PAI of difficulty level B. Playdoh PAI images
of 35 subjects were collected.

« Wood glue layover (WL): Fingertip layover molds for
each finger of the subject’s hand mold were prepared using
wood glue. Wood glue PAI images of all 35 subjects were
collected and used as PAI of difficulty level B.

« Synthetic fingertip (SF): We have manually segmented
more than 8100 single-fingertips from the live four-finger
images. We have checked all the live images for blur. More
details about blur detection are discussed in III-B. After
removing the blurred images, we trained the StyleGAN with
ADA [10]. The model requires fewer data for training than
the previous StyleGAN models because of ADA. We used
the PyTorch version of the original model shared by the
authors and generated 10,000 synthetic fingertip images with
an 8.25 Frechet Inception Distance (FID) score with a fixed
resolution of 512 heights. The synthetic PAIs were used as
the PAI of difficulty level C.

o Latex layover (LL): Fingertip layover molds for each
finger of the subject’s hand mold were prepared using
latex, a rubberized liquid material available in the market
for preparing props and prop molds. Latex PAI images of
6 subjects were collected and used as an unseen PAI of
difficulty level B to test the performance of our algorithm
models. The collection is still ongoing.

o Printed PAI (PP): Live fingerprint images were printed
out on glossy photo paper using a color-jet printer. This
PAI modality has been used as an unseen PAI of level A
difficulty to test the performance of our algorithms. PAI
images of all 35 subjects were collected.

Due to the manual segmentation of live and of the PAI
dataset (except synthetically generated), the resulting image
sizes were variable. After plotting the distribution of the
images, we selected a value close to the median resolution
to down-sample the images by 20% to bring them closer to
the median. Please refer to Fig: 2 for the image distribution.
The same rule was applied to single-finger-based wood glue,
finger photo, and latex PAI images.

To keep the number of images for each live and PAI class
to train our models coherently, we have selected a different
number of random 256* 256 image patches from the middle
of the image of the live and PAI images. Please refer to Table
I for details about the number of patches extracted.
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(b) Ecoflex PAI (c) Playdoh PAI

(d) Wood Glue
PAI
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(e) Latex PAI

Fig. 1: Example of all live, PAIs images
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Fig. 2: Distribution of all live, PAIs images after manual segmentation
TABLE I: Noncontact Fingerprint PAD Dataset Summary
Image type Four-finger Single-fingertips | Random | Total image Training | Testing Sensors
images extracted patches patches Patches | Patches
Live 2150 7768 4 31,702 27,556 1648 iPhone X*2, iPhone7%2,
Samsung Galaxy S9*2, Google Pixel*2,
Samsung Galaxy S6*2 and S7 *2
Ecoflex PAI 3684 2194 4 8776 7404 620 iPhone X*2, iPhone 7*2
Samsung Galaxy S9*2, S20
Playdoh PAI 1672 2019 4 8076 6652 708 iPhone X*2, iPhone 7%2
Samsung Galaxy S9*2, S20
Wood Glue PAI 1122 1126 7 7882 6573 637 iPhone X*2, iPhone 7*2
Samsung Galaxy S20
Synthetic PAI 10000 8940 1 8940 7439 751 Same as live image
(single-fingertip) Samsung Galaxy S9, Google Pixel
Finger Photo PAI 1022 493 2 986 0 986 iPhone X*2, Samsung Galaxy S20
Latex PAI 48 48 5 240 0 240 Samsung Galaxy S20
Printed finger Photo and Latex PAI have been used as unknown PAIs for analysis

B. Image-processing

The collected live and spoof four-finger image data sets
were segmented to extract the fingertip regions. We used the
Clarkson graphical user interface for manual segmentation,
which is based on labellmg, an open-sourced python package
[21]. The software reads an image and allows for manual
segmentation by manually drawing boundary boxes around an
area of interest in the image with a manual labeling option
and saves the coordinates of the boundary box. The reason
for single fingertip extraction was to generate as many images
as we can for the data-hungry advanced CNN models and to
ensure resolution for CNN models was of sufficient amount to

maintain fingerprint features. More details about the models
used are described in section-IV. However, the number of
single-fingertip images was not enough to successfully train
our deep algorithm models, so we have extracted a number
of random 256*256 patches from the middle of the single-
finger images. We are still in the process of collecting and
segmenting more live and PAI images, which we hope to share
with the researchers when we make this PAD dataset public.

During our analysis, we noticed the automatically collected
live four-finger images had some blur in some of the fingertips.
we decided to check the levels of blur and choose a threshold
to discard some of the extracted live single-finger images from



the final live dataset. This was primarily done to generate
better-quality synthetic fingertips from the StyleGAN-ADA
model. We checked each live single-fingertip image and calcu-
lated the variance of Laplacian. From those scores, we selected
a threshold of 220 that removed 9.8% of the images we had
in our dataset, reference Fig:3. The remaining final data were
used for all further analysis.

Percent of Images Removed vs Threshold

nder threshold (%)
o
°

images u

[ 200 400 600 800 1000
threshold

Fig. 3: Plot of the percentage of images below a blur threshold

IV. ALGORITHMS AND PAD RESULTS

In this publication, a variety of deep algorithm architec-
tures, DenseNet-121, DenseNet-121 Keras, and NasNet mobile
Keras versions [22] [19] have been used. The original version
of the densely connected convolutional neural network paper
[22], shared the code in .LUA version. We have manually
converted the DenseNet with 121 layers (with a fixed growth
rate of 12) to .PY to use it for our experiments. One of the
main reasons for choosing this model as our PAD algorithm
architecture is that it is an advanced ResNet architecture that
is computationally less expensive. The dense blocks used
in the DenseNet improve the feature learning process by
leveraging a transition layer i.e. the combination of con-
volution, average pooling, and batch normalization between
two dense blocks. This helps concatenate feature maps and
reduce the vanishing gradient problems. The gradients flow
from the initial input layer and loss function are shared with
all the layers. Thus reducing the number of required param-
eters, and features, providing a much less computationally
expensive model compared to other advanced CNN model
architectures i.e. AlexNet, ResNet, VGG16, and VGG19. We
have compared our converted version of DenseNet against
the standard DenseNet architecture (with a fixed growth rate
of 64) developed by Keras [19]. In terms of performance
against known PAIs and computational expense, our model
significantly outperforms the Keras version of DenseNet. One
important point needs to be mentioned that in the Keras
version of DenseNet, we have used the ImageNet pre-trained
weights for pre-training, and because of that, the input image
size of the model was 224 x 224 dimension. Due to the
image size difference, the input images of the Keras version
of the DenseNet were resized from 256 x 256 to 224 x 224.
We have also used the Keras version of NasNetMobile to

check the performance of the NasNetMobile model against
our dataset. NasNetMobile has close top-1 and top-5 percent
accuracy as DenseNet, on the ImageNet validation dataset but
it is less computationally expensive than the Keras version of
the DenseNet. NasNet mobile model also used ImageNet pre-
trained weights and the input images of 256*256 dimension
were resized to 224%224 dimension to fit the model. We
used common augmentations like the rotation of 45 degrees,
horizontal flip, and a zoom range of 0.1 for all of our models.
Please refer to Table II for model performance comparison
details.

We calculated the APCER and BPCER of each PAI Species
and live data of our test dataset. From the results, we can
categorize the model performances in two different categories
i.e. performance against known PAIs or the PAIs the models
were trained with and the unknown PAIs or the PAIs which
were not used for model training and only used in the test
dataset to understand the generalization of the models against
unseen spoof types. In terms of the performance of the models
against known PAI categories, our converted DenseNet-121
model has outperformed the other two models developed by
Keras, with APCER 0.14%. In terms of performance against
live data, our converted DenseNet-121 model outperforms the
other two models with BPCER 0.18%. The Keras version of
the DenseNet-121 model outperformed all other models in
the unseen PAI categories. The model performed very well
against the latex layover PAIs with APCER 0%, yet, did not
perform quite well against color-printed photo paper PAIs
with APCER 79.01%. The NasNetMobile version of Keras
did not perform well compared to the Keras DensNet-121
model with APCER 17.08% against the unknown latex PAIs
and APCER 82.15% against the unknown printed glossy photo
paper PAls. We believe both Keras-developed DenseNet-121
and NasNetMobile performed better against unseen PAIs than
our converted DenseNet-121 model, because of the ImageNet
pre-trained weights, which provide a better generalization
ability of the models against unseen PAIs.

We tried to find an answer to the research question brought
forward by the authors of [17]: Can we add color during
the PAI casting process to obtain more threatening skin-
colored PAIs? To find an answer, we used our converted
DenseNet model and tested the model with the known ecoflex
PAIL. The ecoflex PAI is prepared with makeup additives to
achieve a close human skin tone. We have trained and tested
the performance of the model again, with the dataset converted
into grayscale from the RGB scale. We noticed a slight degra-
dation in APCER for ecoflex spoofs and trainable parameters,
with all other model parameters remaining unchanged, which
does not reflect the importance of skin-colored PAIs.

V. LIMITATIONS AND DISCUSSION

Noncontact fingerprint based on finger photos is fast be-
coming popular and has the potential to replace traditional
fingerprint authentication methods in several use cases. How-
ever, it is important to look into the system’s resilience against
PAs to increase the security and reliability of noncontact-based



TABLE II: Noncontact Fingerprint PAD Result Summary

Model Total training | Image Trainable Validation | Test APCER (%) BPCER
Architecture images dimension | parameters | images images | EL PL WL | SF LL PP (%)
DenseNet-121 | 55,624 256*256 561,002 4758 5590 0 0.14 | 0 0.13 42.5 88.03 | 0.18
DenseNet-121 | 55,624 224%224 8,619,074 4758 5590 0 1.55 ] 094 | 0.79 0 79.01 | 3.64
(Keras)

NasNetMobile | 55,624 224%224 5,884,054 4758 5590 322 | 0.71 | 596 | 4.12 17.08 | 82.15 | 9.04
(Keras)

DenseNet-121 | 55,624 256*256 560,570 4758 5590 0.16 | 1.98 | 11 11.85 | 100 98.9 0.18
(grayscale)

Acronyms: EL: Ecoflex Layover; PL: Playdoh Layover; WL: Woodglue layover; SF: Synthetic Fingertip; LL: Latex Layover; PP: Printed Photo Paper

fingerprint systems. The availability of a standard PAD dataset
with various PAIs with a good number of reference images
for the three difficulty levels, captured with multiple sensors
and reference PAD models, would boost research interest in
this area. For that purpose, we will be releasing the four-
finger-based and single-finger-based PAD datasets to interested
researchers. As we continue to collect more images and more
PAI modalities, we will share the dataset by the date of the
conference. The final dataset would have more than 10,000
four-finger-based PAD images and more than 45,000 single-
finger-based PAD images with PAIs of six different materials
and difficulty levels. Also, there is further scope to develop
3D printed and etched molds and develop PAIs to reflect
uncooperative attacks based on stolen biometric images or
latent prints.

We have used advanced CNN architectures like DenseNet
and NasNetMobile as PAD models. We achieved the lowest
APCER of 0% and BPCER of 0.18% against known PAIs and
live data with our converted DenseNet-121 model. Also, we
achieved the lowest APCER of 0% against latex PAIs, repli-
cating the unknown real-life scenario using the Keras version
of the DenseNet-121 model. Although the algorithm results
significantly improve the state-of-the-art, there is still scope
for further development. Further PAD result comparison with
other advanced CNN models with convolutional scaling like
EfficientNet BO-B2 can also be considered for analysis. Even
with the introduction of this new dataset, more data is still
needed to improve the models’ performance and generalization
to unknown spoof types.
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