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Performance Modeling of IEEE 802.15.4-TSCH
with Shared Access and ON-OFF traffic

Sahar Ben Yaala
Innov’COM Laboratory, Sup’Com
University of Carthage, Tunisia
email: benyaala@Qunistra.fr

Abstract—Many applications for the Internet of Things re-
quire strict guarantees to operate properly. IEEE802.15.4-TSCH
has been proposed to design a real-time access for industrial
wireless networks. The standard relies on a strict schedule of the
transmissions., and combines frequency hopping to provide high-
reliability. While most of the propositions focus on a periodic
traffic, we propose here to address the non-periodic case. In
particular, shared access would be more efficient to reduce the
power duty cycle by multiplexing the transmissions through the
same cells. We propose here a Markov model for a shared access
and sporadic traffic. By formulating the collision probability, the
scheduler can decide how many transmitters to assign to a given
shared cell according to the amount of traffic each node generates
on average. The simulations validate the accuracy of our model
to capture the collision rate for non-periodic traffic.

Index Terms—IEEES802.15.4-TSCH; Industrial IoT; Markov
Chain; on-off traffic; shared access

I. INTRODUCTION

Industry 4.0 relies extensively on the Internet of Things
(IIoT) paradigm [1]. In this context, the IEEE802.15.4-TSCH
(Time Slotted Channel Hopping) standard targets specifically
applications with high reliability and a low delay.

IEEE802.15.4-TSCH relies on a strict schedule of the
transmissions into cells, organized into a scheduling matrix.
A transmitter may use shared cells, with a random access. In
this situation, the same cell is allocated to multiple transmitters
which use all slotted Aloha combined with a random backoff
when a collision is detected. Shared cells are typically used
for broadcast packets, forcing all the nodes to stay awake in
the corresponding cells to receive them.

Assigning the bandwidth (i.e. cells) was extensively studied
in the past [2]. Both centralized and distributed scheduling
approaches have been proposed. Only Elsts ef al. have pro-
posed to exploit both shared and dedicated cells to handle un-
predictable traffic [3]. However, they focus on the scheduling
algorithm and evaluate its performance with simulations.

Unfortunately, some applications may generate non-periodic
traffic, particularly in smart cities [4]. For instance, a surveil-
lance application generates a burst of data packets when an
intruder/object is detected. Smart parking applications exhibit
similarly an event-triggered traffic pattern: packets are sporad-
ically generated when a parking place is released.

The performance of multichannel Aloha and compressive
sensing techniques have already been studied in the past [5].
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We aim here to focus on the comparison of shared versus
dedicated cells in the schedule of TSCH. Using only dedicated
cells would prevent the collisions, but one dedicated cell
is required for each radio link, whatever the traffic volume
is. With sporadic traffic, a receiver has to wake-up in each
dedicated cell to sense the medium during a given time offset,
whenever the cell is busy or not.

The random access during the shared cells in TSCH has
already been modeled with Markov Chains (e.g. [6], [7]).
However, to the best of our knowledge, the behavior of
TSCH with bursty traffic and shared cells has not yet been
investigated.

The contributions of this paper are threefold:

1) we provide an analytical model to describe the behavior
of a IEEE802.15.4-TSCH network. We consider both
on-off traffic, and the usage of shared cells. We analyze
the evolution of the queue size for on-off traffic, and the
mutual impact of the different transmitters;

2) we study the performance of the random access of
IEEE802.15.4-TSCH in term of throughput and delay
with sporadic traffic;

3) we validate our models with simulations to highlight the
accuracy of our model.

II. RELATED WORK

We present here the main mechanisms of the IEEE
802.15.4-TSCH standard, and how it it provides both a
contention-free and a random-access mechanism. Then, we
will detail specifically the random access mode, and how it
was modeled in the literature.

A. IEEE 802.15.4-TSCH

IEEE 802.15.4-2015 has proposed the TimeSlotted Channel
Hopping (TSCH) mode, which relies on a strict schedule of the
transmissions. The slotframe contains a fixed number of times-
lots, during which at most one frame and its acknowledgment
are transmitted. Each timeslot is labelled with an Absolute Se-
quence Number (ASN) which counts the number of timeslots
since the PAN coordinator started. Based on the schedule, a
node can decide its role (transmitter/receiver/sleeping mode)
at the beginning of each timeslot.

IEEE 802.15.4-2015 TSCH implements a channel hopping
approach to combat external interference and signal fading
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Fig. 1: State Machine of TSCH for the random access
mode [9].
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and, thus, to achieve high network reliability [8]. For this
purpose, each cell in the schedule is defined by a pair of
timeslot and channel offset. At the beginning of each timeslot,
the actual frequency to use is derived from the channel offset
and the ASN.

B. TSCH CSMA-CA Algorithm

The contention mechanism depends on the cell’s type in
the schedule. If the cell is dedicated, the transmitter has just
to transmit its frame without contention, after a fixed offset
from the beginning of the timeslot to deal with clock drifts.
In a shared cell, several transmitters may be assigned to the
same timeslot, leading possibly to collisions. Thus, TSCH has
defined a specific random access method (Fig. 1). The process
depends on the packet’s type:
broadcast: if the packet is transmitted in broadcast, the trans-
mitter just dequeues the packet, and transmits it directly
during the next dedicated cell. The method is similar for
packets without acknowledgement;

acknowledged unicast: the first copy is transmitted without
contention (as for broadcast). If no ack is received, the
transmitter assumes a collision occurred. It selects ran-
domly a backoff value, and has to wait the corresponding
number of shared cells. The CCA at the beginning of
the slot is consequently used only to detect external
interference.

Let us consider the scenario depicted in Figure 2. During the
first shared cell, only S1 transmits a packet, which is correctly
received and acknowledged by D. Then, both nodes S1 and S2
generate a packet. Since no backoff is triggered for the first

backoff = 1

backoff = 2

B coliding packet
o non-colliding packet i shared cell

I ack

{ packet generation

Fig. 2: Transmission which may occur within a shared cell in
TSCH.

transmission, they both try to submit a packet during the next
shared cell, and cause a collision. Since they don’t receive
any ack from D, they choose a random backoff (respectively
1 and 2). S1 will consequently transmit in the second next
shared cell, and S2 in the third one.

A node picks its backoff between 0 and 28 —1 (the default
initial BE value is equal to 2), the backoff exponent being
incremented after each unsuccessful transmission. However,
a backoff is only used for the retransmissions. For all these
reasons, the collisions cannot be neglected and may impact
negatively the reliability.

C. Modeling

The TSCH mode of IEEE802.15.4 has already been stud-
ied in the past. Bianchi has proposed the first model for
IEEE802.11-DCF networks to represent the behavior of a
random backoff based MAC [10]. They provide a Markov
model to evaluate the performance of IEEE802.11 when the
radio channel is ideal (i.e. without errors). This model has
been extended to deal with a variable backoff window [11].
These models consider that a transmitter has always a packet
to transmit (saturated mode).

Misic et al. [12] have extended this work to model a
IEEE802.15.4 network, with a M/G/1 queueing system. They
studied the impact of a different frame length, and the channel
sensing mechanism.

Recently, De Guglielmo et al. [13] proposed the first model
for TSCH-CSMA mode. They also consider the capture effect,
where a transmission may be received even if another (weaker)
transmission overlaps.

In this paper, we focus on the TSCH mode of IEEE802.15.4.
We aim to consider the non saturated mode, which seems more
realistic for many industrial low-power applications.

III. TSCH-CSMA/CA MODEL

We aim here to propose an analytical model to represent the
shared access in TSCH. We model each device by a queue,
and we reference all the possible transitions (retransmissions,
success) depending on the network characteristics (e.g. number
of transmitters, queue states of the interfering nodes).
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TABLE I: Notation

variable | signification

packets) in a given slot. We denote by A; the arrival process
of i packets into the queue since the last shared cell and by
Py the probability to transmit a packet successfully.

Each state in the model represents the number of enqueued
packets for the corresponding source node. At the i*" shared
cell, the queue of the source node will change according to (i)
the number of packets generated by the node, (ii) the success
of the last transmission, in the previous shared cell.

More precisely, we compute the queue size at the beginning
of each shared cell. We denote by Pyycqe[i—j] the probability
to pass from i to j packets in the queue between two consecu-
tive shared cells. When the queue was empty in the last shared
cell, ¢ packets may have been generated meanwhile, leading
to:

N | maximum number of nodes
L | maximum queue size

mazrpr | maximum number of retransmissions
Wmaz maximum backoff window
A | Process of traffic arrival
P.[i] | The probability that a collision occur when ¢ node compete
Pg[i] | The probability that a successful transmission occur when
node compete

Binom | The distribution of active nodes

(m,i,r,w) | 4-uplet of the DTMC. respectively, nb. of active nodes, nb.

of packets, retransmission counter, backoff window counter
Paueue[i—]]
source node

Probability to pass from i to j active nodes

Pact [7/".7]

Let us consider a TSCH network which contains N nodes
synchronized with the border router. We focus on a star
topology, where all the devices send directly their packets
to the border router (upload traffic). Each device owns a
queue where it can store temporarily the packets until they
are correctly acknowledged by the border router.

At the beginning of each slot, a device picks the first packets
of is queue. If it corresponds to a first transmission, or if the
backoff is equal to 0, the packet is transmitted. If the device
receives further an acknowledgement, the packet is removed
from the queue. Else, the packet stays in the queue, and the
number of retransmissions is increased. The packet generation
process follows an ON-OFF traffic model.

We remind that a packet and its acknowledgement fit in a
single timeslot. For simplicity purpose, we assume that packets
can only be dropped because of collisions, and the radio links
are reliable. Thus an acknowledgement is not received if the
associated data packet has collided. Considering unreliable
links would require to define a Packet Error Rate for each
radio link.

We assume that a set of mutually interfering devices are
grouped together, and are assigned to the same shared cell,
which repeats over time (in each slotframe). All the notations
are reported in the table I.

A. Queue Size

As stated, we need to model the queue evolution to analyze
the impact of a bursty traffic on TSCH. Thus, we refer to a
specific node and we focus on the size of is queue (number of

Probability to pass from i to j packets in the queue of the

Pqueue [O*Z] = -Aiai € [07 L] (1)

Inversely, if the queue was not empty, the result depends on
the success of the previous transmission: if the last transmis-
sion has succeeded, one packet has been removed from the
queue (first term of the equation), else, the packet stayed in
the queue (second term). Besides, we have also to consider
the amount of packets generated meanwhile:

Pqueue[i—’.ﬂ = Ps : ‘Aj—i-i-l + (1 - P«S) ' ‘Aj—i

j>inie[l,L-1Aje[l,L-1] (2

The number of packets in the queue may also decrease if
the last packet was successfully transmitted and there are no
arrival:

Poueueli=j] = Ps - Ag,j =1 —1ANi€[l,1L] 3)

B. Number of contenders

In order to model the network, we have to compute the
evolution of the number of transmitters at each slot. Obviously,
a larger number of transmitters also increases the collision
probability. Each state in the model represents the number of
active nodes (with a non null queue size) that share a given
slot.

We assume that each node corresponds to an ON-OFF
source connected to the border router, as illustrated in Figure 3.
ON and OFF durations are exponentially distributed (in our
simulations with an average rate of 0.4 and 0.6 respectively).
During the ON period, the packets are generated following a
poisson process with the corresponding rate A (Poison traffic).
In OFF state, no traffic is generated.

Let’s assume that all the nodes are initially inactive. A node
becomes active when it has generated at least one packet, and
has consequently a non empty queue. Since all the nodes have
the same traffic process, the number of active nodes follows
a binomial distribution Binom:

P,ct[0-n) Binom(n,N), n € [0, N]

N

Let us now consider the case with initially n already active
nodes. A node becomes inactive if it has only one packet in

4)
&)



the queue, succeeds to transmit it, and no packet has been
generated meanwhile. To formulate this probability, we present
next a multidimensional Markov chain.

IV. DTMC MODEL FOR THE NUMBER OF ACTIVE NODES

We define now a multidimensional discrete time Markov
chain (DTMC) to represent the number of active nodes at a
given instant. Each state in the DTMC is a 4-uplet (m, i, r, w),
where m is the number of active nodes (m < N), ¢ is the
number of packets in the queue (i < L), r is the value of the
retransmission counter (r < maxzg) and w is the value of the
backoff window counter (w < W,44)-

We first formulate the different transitions in the DTMC.
Then, after having defined the transition probabilities, we
derive the transition matrix of the DTMC M.

Since the Markov chain is irreducible and aperiodic, we
have to resolve the following set of equations to obtain the
stationary distribution 7:

}:w =1 (6)
M =7 @)

We can note that 7 depends on the 4-uplet (m, 4,7, w), and
that 7 and M are both dependent on the success rate of the
packets transmissions.

In the next part, we formulate the elements of the transition
matrix M. In particular, we refer to a specific node to find
out the number of enqueued packets. We make a distinction
between the three cases:

1) the number of active nodes increases;
2) the number of active nodes decreases;
3) the number of active nodes remains unchanged.

A. Casel: the number of active nodes increases

Let denote by P, _, 5, the probability to pass from the state
s1 to the state so in the Markov chain.

1) Case 1.1: the number of packets in the queue of the
source node increases.

If the source node transmits its packet with success during
the first attempt, the packet will leave the queue. The source
node transmits successfully its packet and receives (j —i+ 1)
new packets. It contends with the other (m — 1) active nodes,
(n —m) other nodes generated one packet and became active.
Finally:

Pm,i,0,0)(n,j,0,0) = Pslm]-Binom(n—m, N—m)-A;_i1
n>=m,j>1 (8)
If the transmission has on the contrary failed, the corre-

sponding packet has to be retransmitted, and must also be
considered for the queue size:

P(mj,r,w)—)(mj,r-i—l,w) =
(1 — Ps[m]) - Binom(n —m, N —m) - A,_;
n>m,j>1 (9)

2) Case 1.2: The number of packets in the queue of the
source node decreases.

The queue size can decrease only if the packet was correctly
transmitted, and the source node doesn’t generate another
packet meanwhile. The number of transmitters may increase
because (n — m) among the (N — m) inactive nodes will
change their state:

Pm,i,0,0)— (n,i—1,0,0) = Ps[m] - Binom(n —m, N —m) - Ao
(10)

3) Case 1.3: The number of packets in the queue of the
source node remains unchanged.

The queue size remains unchanged in two situations. If the
source node has correctly transmitted its previous packet, a
new one has been generated:

Pim,i,0,0)— (n,4,0,0) =
Pi[m] - Binom(n —m,N —m)-Ain>m,j =i

Y

If inversely the previous transmission has failed, no other
packet has been generated:

P(m,i,r,w)—>(n,j,r+1,w) =
(1 = P4[m]) - Binom(n —m, N —m) - Ay

n>m,j=1 (12)

B. Case 2: the number of active nodes decreases

At most one node can become inactive: its transmission
was successful, and it didn’t generate another packet. Since
no collision occurred, this means that the other nodes stay
active, and cannot reduce their queue size.

Thus, (N — m) inactive nodes do not change their state,
and the number of packets in the queue of the source node
decreases:

Pm,i,0,0)=(n,5,0,0) = Ps[m] - Binom(0, N —m) - Ao

m>ni=1j=i—1 (13)

C. Case 3: the number of active nodes remains unchanged

We can make a distinction between two cases, depending
on the generation of another packet meanwhile, or not.

1) Case 3.1: the number of packets in the queue of the
source node remains unchanged (collision without new packet
generation):

P(m,i,r,w)—>(n7j,r+1,w) = (1_Ps [m])anom(O, N_m)'AO

m=mn,j=1 (14)

2) Case 3.2: the number of packets in the queue of the
source node remains unchanged (successful transmission with
new packet generation):

P(m,i,r,w)%(n,j,r,w) = (PS [m]) . Binom(O, N — m) . Al

m=n,j=i (15)



3) Case 3.3: the number of packets in the queue of the
source node increases:

P(m,i,r7w)~>(n,j,r+1,w) =
(1 — Ps[m]) - Binom(0, N —m) - A;

m=mn,j>1t (16)

V. PERFORMANCE EVALUATION

We study here the ability of the system to deal with bursty
arrivals. In particular, we analyse the impact of the number of
transmitters on the reliability.

Since the Markov chain is aperiodic and irreducible, we
apply the normalization methods as described previously. Once
the steady state distribution is determined, we can compute our
performance indicators. We implement our simulator in mat-
lab. The number of transmitters is variable between 2 and 30.
We pick ON and OFF durations from exponential distributions
with average rates 0.4 and 0.6 respectively. During ON state,
we suppose a poisson traffic with rate 0.5. We report results
over 1000 time intervals.

A. Collision probability

We investigate first the impact of the number of transmit-
ters on the number of collisions. We formulate the collision
probability as follows:

nb coll.

Po=——— 17
nb. txed pkts 17

N L
nb coll. = Z Z

m=0 i=0

(1= Psm]) - w(m, i, r,w)

marr Wmaaz

r=0 w=0

w(m,i,r,w)

nb. txed pkts = Z Z

m=0 i=
N L mazg
+>
=0

va

Pi[m
0
Wmaa
> (1= Pim)) - w(m,i,r,w)
m=0 1

r=0 w=0

When many nodes contend for a shared cell, the probability
of collision increases (Fig. 4). We can see that analytical and
simulation results are very close to each other. We can also
remark that the collision probability is very high for the shared
cells: the probability to have several active nodes is high, and
the backoff mechanism of TSCH is quite agressive. A bursty
traffic means also the packets are not uniformly distributed
among the different slotframes, increasing the collision prob-
ability.

B. Throughput

We define the throughput as the amount of successfully
delivered data packets per node:

Throughput =

L marr Wiax

ZZZZ

=01¢=0 r=0 w=0

(18)

w(m,i,r, w)
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We measure the network throughput when we increase the
number of transmitters (Fig. 5). Increasing the number of
nodes increases the number of collisions, and reduces both
the network capacity and the reliability. Thus, most of the
shared cells have to be statistically empty (with a larger duty
cycle ratio) to provide an acceptable reliability.

C. Delay

We measured the delay as the time elapsed between the
packet generation and its reception, derived from Little’s
theorem:

Delay — avg. nb pkts in f]bteue (19)
avg nb. of arrivals

L
> i)
=0

The delay increases when more nodes are present (Fig. 6).
Indeed, more collisions occur, and the packets have to en-
queued longer before receiving an ack. In fact, when a packet
faces a collision, it does not leave the queue in order to be
retransmitted during another cell. The jitter increases similarly,
making the performance less stable and predictive.

avg. nb pkts in queue = (20)



15 . .
—— Simulation
— Analytical

Delay [in slots]
I~
[S)

al

2 6 10 14 18 22 26 30
Number of nodes

Fig. 6: Average delay,(N = 30, L = 10, maxg = 3)

—— Simulation
— Analytical

0.8

0.6

PDR

0.2r

2 6 10 14 18 22 26 30
Number of nodes

Fig. 7: Average L3-PDR,(N = 30, L = 10, mazr = 3)

D. Network layer Packet Delivery Ratio

We finally compute the PDR at the network layer to
obtain the reliability provided to the application (Fig. 7). It
corresponds to the ratio of acknowledged packets by the border
router and the number of packets generated by the source node.
For example a packet which is correctly acknowledged after
r retransmissions leads to a L3-PDR of 100%. Thus:

nb. acks
L3—PDR = nb pkts txed @h
N L mazxr Wmag
nb acks. = Z Z Z Z (Ps[m]) - w(m, i,r,w)  (22)
m=01i=0 r=0 w=0
Without any surprise, the network layer PDR decreases
when the number of contenders increase. However, it is still
possible to provide a 60% PDR with 10 nodes by retransmit-
ting several times the same packets. Thus, we can directly use
our Markov Chain model in the scheduler so that it can decide
the devices to group in a common shared cell, depending on
the reliability required by the application.
VI. CONCLUSION & FUTURE WORK

We studied here analytically the behavior of TSCH when
using shared cells to transmit a bursty traffic. Our model is

based on Discrete Time Markov Chains, from which we derive
the collision probability according to the number of contenders
assigned to the same shared cell. In particular, we formulated
the number of active nodes at any instant, according to a
binomial distribution. TSCH is aggressive, and the number of
collisions is very high in the shared cells, even with a medium
traffic. However, link-layer retransmissions help to increase the
end-to-end reliability.

In a future work, we plan to integrate this model in the
scheduler, to derive the number of cells to assign to a group
of contenders to respect a minimum end-to-end reliability. We
also plan to integrate a location-dependent traffic model, where
several sensors located in a given area detect the same event
and generate correlated bursts of packets. The scheduler has
consequently to consider this correlation when assigning the
shared cells.
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