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Abstract—In this paper, we investigate the service chaining
placement problem for user requests in satellite ground station
networks with minimum energy cost, which consists of server
energy, switch energy, and link energy. We build the Server-
Switch-Link energy model and formulate the energy optimization
problem as an integer nonlinear programming problem. To
address this problem, we implement a prediction-aided Greedy
(PA-Greedy) algorithm depending on satellite mission planning in
satellite control centers. We conduct the experiments to evaluate
the proposed energy model and PA-Greedy algorithm in Fat-Tree
networks, and compare the performance with the baseline Greedy
algorithm and two energy models of Server-Link and Server. In
a Fat-Tree network with 16 servers, the proposed Server-Switch-
Link energy model with the PA-Greedy algorithm can reduce
energy consumption by 17.28% when compared with the baseline
Greedy algorithm, and outperform these Server-Link and Server
energy models by 47.10% and 62.91%, respectively.

Index Terms—Energy optimization, service chaining, virtual
network function, satellite ground station, Greedy, Fat-Tree.

I. INTRODUCTION

In data center networks, energy consumption accounts for
a considerable proportion of operational expenditure and has
been an important issue to be handled for saving operational
expenditure [1], [2]. The energy consumption of a data center
network derives from network hardware components, which
can perform for computing service and routing traffic, such as
servers, switches, and links. For existing solutions in green and
energy-saving data centers [3], [4], these network components
are implemented with multiple running states (e.g., idle, on,
and off ) in an energy efficient way and these states can be
adaptively switched for network components depending on the
network states and workloads. In the energy model in [5], [6],
the energy consumption of network components in on states
is linearly proportional to their workloads and there will be no
energy consumption if a network component turns off. Energy
efficient ethernet introduces a low power idle to reduce the link
energy consumption in IEEE 802.3az [7].

Software defined network (SDN) combined with network
function virtualization (NFV) has emerged as a new paradigm,
which can decouple software and hardware, and enable service
functions to run on commodity servers, for flexibly providing
service provisioning and facilitating data centers saving en-
ergy [8]. However, most of existing work related to energy
optimization in SDN/NFV-enabled data centers focuses on
reducing the energy consumed by servers [9], or servers and
links [10], rather than considering the overall energy cost

jointly generated by servers, switches, and links, from the
perspective of a network framework [11], [12].

In satellite application scenarios, for earth observation satel-
lites, satellite missions (e.g., remote sensing, environment
monitoring, target investigation, etc.) need to be planned
beforehand in satellite control centers [13], [14] and the
command information concerning satellite missions can be
transmitted to target satellites by satellite networks. When the
observation mission is completed, the produced data will be
sent back to a satellite ground station by inter-satellite links for
further processing. As shown in Fig. 1, supposing that satellite
ground stations can obtain the content about satellite mission
planning in satellite control centers by terrestrial networks in
advance, then the downloaded lifetime of observation data pro-
duced by satellite missions can be easily predicted depending
on the data volume and satellite network states, which can
facilitate data centers improving the energy efficiency.

In this paper, we study the service chaining placement prob-
lem to minimize the total energy consumption of a satellite
ground station network. Specifically, we assume that a satellite
ground station consists of multiple radio remote units (RRUs)
and a baseband processing unit (BBU) [15], where the BBU
is considered as a general data center network, such as Fat-
Tree. The procedure of receiving and processing baseband data
produced by a satellite mission in a satellite ground station
network is considered as a user request. Each user request
is composed of multiple virtual network functions (VNFs) in
a specific sequence and viewed as a service chaining (SC).
We also build a Server-Switch-Link energy model by taking
into account the energy consumption of servers, switches, and
links, comprehensively, and formulate the energy optimization
problem as an integer nonlinear programming problem. We
assume that the running states for servers, switches, and
links can be flexibly managed by a SDN controller, where
the idle/on/off states of these network components can be
arbitrarily switched depending on the current network states
and workloads. As a result, we can automatically scale in
or out these active network components to reduce energy
consumption. Similarly to the procedure in [16], we introduce
a prediction-aided Greedy (PA-Greedy) algorithm to address
the energy optimization problem. The experiments in Fat-Tree
networks are conducted to discuss the performance of the
proposed energy model and PA-Greedy algorithm in satellite
ground station networks.
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Fig. 1. Satellite application system.

II. SYSTEM MODEL

A. Satellite Ground Station Network

1) Network Model: We represent a satellite ground station
network as a directed graph G(V,E), where V and E denote
the set of network nodes and links, respectively. The set V
consists of servers Vsvr, core switches Vcs, and aggregation
and edge switches Vsw. The number of servers in Vsvr is N
and the set of resources offered by each server is denoted
as R, where central processing unit (CPU), memory, and
graphics processing unit (GPU) are considered in this paper.
We indicate the r-th resource capacity of the server vn as Cr

n.
For the link l ∈ E, we denote the bandwidth capacity as Bl

and the transmission delay as tl.
2) Energy Model: For the server energy model, we assume

that each server can be in idle, on, and off states and these
three states can be switched depending on the current network
loads. The server vn that does not provide any computing
resources for user requests is considered into an idle state and
the energy consumed by the server is indicated as the idle
power pidlen . When the VNFs from user requests are deployed
to an idle server, the server can be converted into an on state
to provide computing service for user requests. We represent
the energy consumption of the active server vn as ponn and the
energy consumption is linearly proportional to the resource
utilization of the server [5]. When the idle time for the server
vn in an idle state is more than the pre-defined maximum
idle time, which is indicated as tmax

n,idle, then the server will be
converted into an off state. We consider that an off server will
not consume energy. When the VNFs from user requests are
assigned to an off server, the server will be activated to provide
computing service for user requests. We indicate the startup
energy consumption of the server vn as the maximum power
pmax
n . To avoid the switching state too often for a server [11],

we assume that the server vn can not be turned on until the
pre-defined minimum off time, which is indicated as tmin

n,off ,
has been exceeded.

For the switch energy model, we assume that the switch
energy consumption is mainly from switch base hardware,
line-cards, and active ports [6], where the energy consumed by
active ports is considered in the following link energy model.
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Fig. 2. Example of energy efficient service chaining placement.

The energy consumption of switch base hardware and line
cards is considered as fixed as they can not scale with the
transmission rate and we also assume that all core switches are
active all the time [2]. The energy consumption of the switch
vn is indicated as pnsw. According to reconfiguring network
switches [10], we can power down these unused aggregation
and edge switches and any unused switch ports to save energy
consumption [4], [10].

For the link energy model, we assume that if both source
and destination of a link are powered up then the link will
be always in an on state. However, when any one of source
and destination for a link is powered down, the link will be
off and can not consume any energy. For an on link, there are
two states of sleep and wake, the link can be switched into the
sleep state during an inactive period which can consume about
10% of the link total energy consumption [7]. We represent
the energy consumption for the sleep link l as pidlel and for
the wake link l as ponl . We also indicate the maximum energy
consumption of the link l as pmax

l . A hybrid link energy model
[12] is used in this paper, where the energy consumption of a
link is linearly proportional to the transmission rate.

B. User Requests

We represent the set of user requests as U including M user
requests. The use request um is viewed as a directed acyclic
graph G(Fm,Hm) and has an acceptable maximum delay,
which is denoted as tmax

m . The set of virtual network functions
is indicated as Fm = {fm,1 = sk, fm,2, · · · , fm,|Fm| = dm},
we use sm and dm to indicate the source and the destination,
respectively. For the VNF fm,k, we denote the r-th resource
requirements as crm,k and the computing delay as tm,k. As the
ingress and the egress, we assume that there are no computing
resource and delay requirements for the source sm and the
destination dm. The set of edges for the user request um is
represented as Hm. We denote the edge between fm,k1 and
fm,k2

as hk1,k2
m and the bandwidth requirements as bk1,k2

m .

C. Energy Efficient Model for Service Chaining Placement

In this paper, we assume that the source and the destination
for a user request need to be deployed on two core switches
as the ingress and the egress, respectively. All the VNFs
except the source and the destination for each user request



can be assigned to these active servers for performing service
functions. In order to save the energy of a satellite ground
station network, we can deploy more VNFs to an active
server as far as possible and reduce the number of used
servers. Furthermore, the adjacent VNFs for a user request
should be placed on the same server to decrease the used
bandwidth resources and save the link energy. Depending
on reconfiguring the virtual network, we can temporarily
switch off these unused network components including servers,
switches, and ports for saving the energy while guaranteeing
the resource requirements of user requests [4]. The unused
links can be also converted into the sleep state. According to
the changes of network loads, these network components in
the off or sleep states can be adaptively activated to provide
computing or routing service for user requests. An example of
energy efficient service chaining placement is shown in Fig. 2.
We just activate the used network components (e.g., server 0,
edge switch 0, aggregation switch 0 and switch 1) to provide
computing and routing service for a user request. However,
the unused servers, aggregation and edge switches, and links
are still in the off state for saving energy.

III. PROBLEM FORMULATION AND PROPOSED APPROACH

A. Problem Formulation

In order to formulate the energy optimization problem, we
use a binary variable xn = {0, 1} to indicate whether the
network node vn is active. xn = 1 if the network node vn
is active, otherwise xn = 0. We use another binary variable
xl = {0, 1} to indicate whether the link l is active. xl = 1 if
the link l is active, otherwise xl = 0.

We also denote a binary decision variable xn
m,k = {0, 1}

to indicate whether the VNF fm,k is deployed to the network
node vn. xn

m,k = 1 if the VNF fm,k is deployed to the network
node vn, otherwise xn

m,k = 0. We represent the set of the d
shortest paths between two network nodes vn1 and vn2 as pn2

n1
.

We denote another binary decision variable xk1,k2
m,p = {0, 1}

to indicate whether the path p is used by the edge hk1,k2
m .

xk1,k2
m,p = 1 if the path p is used by the edge hk1,k2

m , otherwise
xk1,k2
m,p = 0. We also use a binary variable xp

l = {0, 1} to
indicate whether the link l is used by the path p. xp

l = 1 if
the link l is used by the path p, otherwise xp

l = 0.
According to the above energy model, we consider that the

energy consumption of a satellite ground station network is
from servers, switches, and links. The energy consumption of
the server vn can be expressed as [5]

ponn =pidlen +

∑
um∈U

∑
fm,k∈Fm

xn
m,k ·c

cpu
m,k

Ccpu
n

·(pmax
n −pidlen ), (1)

and the energy consumption of servers can be indicated as

Psvr =
∑

vn∈Vsvr

xn · ponn . (2)

We represent the energy consumption of switch base hardware
and per line-card port as pchasis and pportlinecard, respectively.

The number of line-card ports is indicated as nport
linecard. The

energy consumption of the switch vn can be expressed as [6]

pnsw = pchasis + pportlinecard · n
port
linecard, (3)

and the energy consumption of switches can be indicated as

Psw =
∑

vn∈Vcs∪Vsw

xn · pnsw. (4)

The energy consumption of the link l can be expressed as [12]

ponl = pidlel +
busedl

Bl
· (pmax

l − pidlel ), (5)

where the variable busedl indicates the used bandwidth re-
sources of the link l. For ∀hk1,k2

m ∈ Hm, and ∀vn1
, vn2

∈
Vsvr ∪ Vcs, then busedl can be expressed as

busedl =
∑

um∈U

∑
h
k1,k2
m

bk1,k2
m

∑
vn1 ,vn2

xn1

m,k1
·xn2

m,k2

∑
p∈p

n2
n1

xk1,k2
m,p ·x

p
l . (6)

Thus, the energy consumption of links can be indicated as

Plink =
∑
l∈E

xl · ponl . (7)

The total energy consumption of a satellite ground station
network is the energy consumption sum of servers, switches,
and links. We can indicate the energy consumption as

Pnet = Psvr + Psw + Plink, (8)

When the service chaining placement for user requests is
performed in a satellite ground station network, we need to
consider the following physical constraints.

It needs to be ensured that each VNF fm,k should be
deployed to only one network node that is a server or a core
switch. The placement constraint can be represented as∑

vn∈Vsvr∪Vcs

xn
m,k = 1, ∀um ∈ U, ∀fm,k ∈ Fm. (9)

It needs to be ensured that when two adjacent VNFs fm,k1 and
fm,k2 are assigned on two network nodes a path p between
the two network nodes can be used to route the traffic. For
∀vn1

, vn2
∈ Vsvr ∪ Vcs, ∀hk1,k2

m ∈ Hk, the path constraint can
be indicated as

xn1

m,k1
· xn2

m,k2
=

∑
p∈p

n2
n1

xk1,k2
m,p . (10)

We also ensure that the total required resources for a server
can not exceed the resource capacity. For ∀vn ∈ Vsvr, ∀r ∈ R,
the server resource constraint can be expressed as∑

um∈U

∑
fm,k∈Fm

xn
m,k · crm,k ≤ xn · Cr

n. (11)

We also ensure that the total required resources for a link
can not exceed the resource capacity. For ∀l ∈ E, ∀hk1,k2

m ∈
Hm, ∀vn1

, vn2
∈ Vsvr ∪ Vcs, the link resource constraint can

be expressed as∑
um∈U

∑
h
k1,k2
m

bk1,k2
m

∑
vn1

,vn2

xn1

m,k1
·xn2

m,k2

∑
p∈p

n2
n1

xk1,k2
m,p ·x

p
l ≤xl ·Bl. (12)



Furthermore, we also ensure that the source-to-destination
delay for each user request should be less than the acceptable
maximum delay. For ∀um ∈ U , the delay constraint can be
indicated as

ttransm +
∑

fm,k∈Fm

tm,k ≤ tmax
m , (13)

where ttransm indicates the total transmission delay for the user
request um. For ∀hk1,k2

m ∈ Hm, ∀vn1
, vn2

∈ Vsvr ∪ Vcs, the
transmission delay ttransm can be indicated as

ttransm =
∑

h
k1,k2
m

∑
vn1

,vn2

xn1

m,k1
·xn2

m,k2

∑
p∈p

n2
n1

xk1,k2
m,p

∑
l∈p

tl. (14)

The idle time of each server is guaranteed to be less than
the pre-defined maximum idle time. We represent the earliest
and current idle time for the server vn as tearlyn,idle and tcurrn,idle,
respectively. We can indicate the idle time constraint as

tcurrn,idle − tearlyn,idle ≤ tmax
n,idle. (15)

The off time of each server is guaranteed to be greater than
the pre-defined minimum off time. We represent the earliest
and current off time for the server vn as tearlyn,off and tcurrn,off ,
respectively. We can indicate the off time constraint as

tcurrn,off − tearlyn,off ≥ tmin
n,off . (16)

The energy optimization problem for service chaining place-
ment can be expressed as

min Pnet

subject to (9)− (16).
(17)

B. Proposed Approach

The service chaining placement problem in a data center
network has been proven to be NP-hard in [11], [16], [17],
the optimal solution for the problem can be only obtained in a
small scale problem. Therefore, a heuristic Greedy algorithm
is used to obtain the near optimal solution in this paper.
Considering that the user requests to arrive and to end over a
time frame can be predicted by satellite mission planning in
satellite control centers [16], we propose the prediction-aided
Greedy algorithm to tackle the energy optimization problem
in a satellite ground station network.

The procedure of the proposed PA-Greedy algorithm for
a dynamic service deployment environment is described in
Algorithm 1. A batch mode is used to allocate the available
network resources for user requests in each time slot. We
suppose that we can predict the user requests Uend

t to end
in the current time slot t and the user requests Unew

t+1 to arrive
in the next time slot t + 1, respectively. According to the
predicted information about user requests to arrive and end, we
can pre free the network resources used by the user requests
Uend
t to be available for deploying the new user requests.

For each user request u ∈ Unew
t+1 , we search all the current

available servers V svr
t to obtain the best placement strategy

v∗(u, t) with minimum energy consumption. According to
performing the Greedy search process for each user request

Algorithm 1 Prediction-aided Greedy Algorithm.
1: Initialize: t = 0;
2: while t < T do
3: Predict the user requests Uend

t to over before the end of
time slot t and pre free these used network resources;

4: Obtain the user requests Unew
t+1 to occur at the beginning

of time slot t+ 1;
5: for each u ∈ Unew

t+1 do
6: for each v ∈ V svr

t do
7: if these constraints in (9)-(16) are matched then
8: Calculate the current energy consumption Pu,v

net,t

of the network with v(u, t);
9: end if

10: end for
11: Find the solution v∗(u, t) with minimum energy con-

sumption according to v∗(u, t) = arg min
v(u,t)

Pu,v
net,t;

12: end for
13: v∗(t) = {v∗(u, t)|u ∈ Unew

t+1 };
14: Free the network resources used by the requests Uend

t ;
15: Assign the available network resources to the user

requests Unew
t+1 by the best strategy v∗(t);

16: Update the remaining network resources and states;
17: t ← t+1;
18: end while

in Unew
t+1 , we can obtain the best placement strategy profile

v∗(t) = {v∗(u, t)|u ∈ Unew
t+1 }. After the network resources

used by the completed user requests Uend
t are freed, we will

provide the available network resources for the user requests
Unew
t+1 via the best strategy profile v∗(t).

IV. SIMULATION RESULTS

We conduct the following experiments to simulate the
energy consumed by servers, switches, and links in Fat-Tree
networks. We perform the experiments for 50 times and
obtain the results on average, where the running time of each
experiment is 24 hours.

For Fat-Tree networks, all servers are homogeneous and
each server includes 96 vCPUs, 112 GB Memory, and 12
GPUs. For each server, the idle and maximum active power
is 49.9 W and 415 W, the maximum idle time is 3 time slots,
the minimum off time is 1 time slot, and the startup time is 1
time slot. The power of switch base hardware is 143 W and the
power of per line-card port is 4 W. The bandwidth capacity for
a link between an edge switch and a server is 1 Gbps and for
a link between switches is 10 Gbps. The idle and maximum
active power of each link is 3 W and 30 W, respectively. The
transmission delay for each link is 0.05 ms. We denote the
number of the shortest paths between two network nodes as
d = 8.

In addition, we assume that the observation objectives are
randomly generated and observed by low earth orbit (LEO)
observation satellites, where the downloaded data time for
each user request can be considered as the visible window
time between a LEO satellite and its observation objective. The
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Fig. 3. Energy consumption for Kobj = 90 in a Fat-Tree network with 16 servers.
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Fig. 4. Energy consumption for different objectives in a Fat-Tree network with 16 servers.

TABLE I
PARAMETER SETTINGS FOR USER REQUESTS

Name vCPU Memory GPU Throughput Delay
Receiving 6 9 GB 0 100 Mbps 20 ms
Capture 7 11 GB 1 100 Mbps 1.5 s
Tracking 9 12 GB 1 100 Mbps 100 ms

Synchronization 14 12 GB 1 100 Mbps 10 ms
Decoding 3 5 GB 1 100 Mbps 25 ms

number of observation objectives is indicated as Kobj . Each
user request consists of source, receiving, capture, tracking,
synchronization, decoding, and destination, where these re-
source requirements are summarized in Table I. The acceptable
maximum delay for each user request is 1.8 seconds.

In satellite ground station scenarios, we evaluate the pro-
posed energy model with the PA-Greedy algorithm [16] and
the baseline Greedy algorithm [17] in a Fat-Tree network with
16 servers. Fig. 3 shows the energy consumption results for
Kobj = 90 in a Fat-Tree network with 16 servers. Fig. 3(a)
describes the energy consumption of servers over time slots.
We can find that the energy consumption obtained the PA-
Greedy algorithm is less than that of the baseline Greedy
algorithm. The energy consumption reduces by 28.36% for
the PA-Greedy algorithm on average. The similar results can
be also found in Fig. 3(b) and Fig. 3(c), which represent the
energy consumption of switches and links, respectively. We
can save about 10.58% of the energy consumed by switches
and 22.27% of the energy consumed by links for the PA-
Greedy algorithm. The total energy consumption of the Fat-
Tree network is shown in Fig. 3(d). We can find that the PA-
Greedy algorithm performs better than the baseline Greedy
algorithm. On average, the total energy consumption decreases
by 19.22% for the PA-Greedy algorithm.

To further discuss the proposed energy model, we conduct
the experiments for different number of objectives in a Fat-
Tree network with 16 servers, as shown in Fig. 4. For all cases,
we can observe that the PA-Greedy algorithm outperforms
the baseline Greedy algorithm in saving the energy consumed
by servers, switches, links, and the network, respectively. On
average, the energy consumed by servers, switches, links, and
the network reduces by 28.54%, 9.10%, 21.61%, and 17.28%
for the PA-Greedy algorithm, respectively.

Furthermore, we conduct the experiments in Fat-Tree net-
works with 32, 48, and 64 servers to evaluate the effectiveness
of the proposed energy model in different network scales. The
energy consumption results for different number of objectives
in the three Fat-Tree networks are shown in Fig. 5. We can also
observe that the PA-Greedy algorithm performs better than
the baseline Greedy algorithm. The total energy consumption
obtained by the PA-Greedy algorithm in Fat-Tree networks
with 32, 48, and 64 servers can reduce by 20.82%, 19.33%,
and 18.98%, respectively.

We use the PA-Greedy algorithm to discuss the performance
of three energy models, such as Server-Switch-Link, Server-
Link, and Server, in a Fat-Tree network with 16 servers, as
shown in Fig. 6. The energy consumption of servers is only
considered in the Server energy model [9]. The Server-Link
energy model considers the energy consumed by servers and
links [12]. The Server-Switch-Link energy model is used in this
paper. We can observe in Fig. 6(a) that the energy consumed
by servers is relatively close for the three energy models as
the energy consumption of servers is considered in the three
energy models. However, due to the lack of considering the
switch energy consumption in these Server-Link and Server
energy models, The energy consumed by switches in these two
energy models is not reduced, as shown in Fig. 6(b). Similarly,
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Fig. 5. Energy consumption in Fat-Tree networks with 32, 48, and 64 servers.
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Fig. 6. Energy consumption for different energy models.

we can find in Fig. 6(c) that the link energy consumption in the
Server energy model is also not decreased. The total energy
consumption for these three energy models is described in
Fig. 6(d). We can observe that the Server-Switch-Link energy
model performs better than the other two energy models.
Compared with these Server-Link and Server energy models,
the energy consumption for the Server-Switch-Link energy
model can reduce by 47.10% and 62.91%, respectively.

V. CONCLUSION

This paper studies the service chaining placement problem
in satellite ground station networks with an aim to minimize
the total energy consumption of a satellite ground station
network. From the perspective of the network framework,
we build the Server-Switch-Link energy model and jointly
consider the energy optimization problem of servers, switches,
and links, where we can switch off servers, switches, links,
and active ports according to the virtual network reconfigura-
tion. We use the PA-Greedy algorithm to address the energy
optimization problem. We conduct the experiments in Fat-
Tree networks to evaluate the proposed energy model and
PA-Greedy algorithm for satellite ground station scenarios.
The simulation results show the effectiveness of the proposed
energy model and the PA-Greedy algorithm in satellite ground
station networks. In a Fat-Tree network with 16 servers, the
proposed PA-Greedy algorithm performs better 17.28% than
the baseline Greedy algorithm, the energy consumed by the
proposed Server-Switch-Link energy model is less 47.10% and
62.91% than that of these two Server-Link and Server energy
models, respectively.
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