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Abstract—A novel clustering technique based on the projection
onto convex set (POCS) method, called POCS-based clustering
algorithm, is proposed in this paper. The proposed POCS-based
clustering algorithm exploits a parallel projection method of
POCS to find appropriate cluster prototypes in the feature
space. The algorithm considers each data point as a convex set
and projects the cluster prototypes parallelly to the member
data points. The projections are convexly combined to mini-
mize the objective function for data clustering purpose. The
performance of the proposed POCS-based clustering algorithm
is verified through experiments on various synthetic datasets.
The experimental results show that the proposed POCS-based
clustering algorithm is competitive and efficient in terms of
clustering error and execution speed when compared with
other conventional clustering methods including Fuzzy C-Means
(FCM) and K-Means clustering algorithms. Code is available at:
https://github.com/tranleanh/pocs-based-clustering

Index Terms—POCS, clustering, unsupervised learning, ma-
chine learning, K-Means

I. INTRODUCTION

Projection onto convex set (POCS) is a powerful tool for
signal synthesis and image restoration which was originally
introduced by Bregman in the mid-1960s [1]. The POCS
method has been widely used to find a common point of
convex sets in several signal processing problems. The main
target of the POCS approach is to find a vector that resides
in the intersection of convex sets. Bregman has shown that
successive projections between two or more convex sets with
non-empty intersection converge to a point that exists in the
intersection of the convex sets. In the case of disjoint closed
convex sets, the sequential projection does not converge to a
single point, instead it converges to greedy limit cycles which
are dependent on the order of the projections [1]. This property
of POCS, however, can be applied to clustering problems.

Clustering is an unsupervised data analysis technique that
categories similar data points while separating them from
the different ones [2]. Most clustering algorithms try to find
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homogeneous subgroups that have similar characteristics by
the type of metric employed. The K-Means clustering algo-
rithm, which has been one of the most popular methods for
general clustering purposes [9], uses the Euclidean distance to
measure the similarity [2]. The K-Means clustering algorithm
alternates between assigning cluster membership for each data
point to the nearest cluster center and computing the center
of each cluster as the prototype of its member data points.
The objective of the K-Means clustering algorithm is to find
a set of prototypes that minimize the cost function. The K-
Means clustering algorithm terminates its training procedure
when there is no further change in the assignment of instances
to clusters [2]. The convergence of the K-Means clustering
algorithm heavily depends on the initial prototypes. However,
there exists no efficient and universal method for identifying
the initial partitions [3]. Furthermore, the K-Means algorithm
is known to be sensitive to noise and outliers [2]. In the Fuzzy
C-Means (FCM) clustering algorithm [4], on the other hand,
a data point can belong to multiple subgroups simultaneously.
The degree of certainty for a data point belonging to a
certain cluster is represented by a membership function. The
performance of the FCM algorithm is highly dependent on the
selection of the initial prototypes and the initial membership
value [4]. Furthermore, the drawbacks of the FCM clustering
algorithm include extended computational time, incapability
in handling noisy data and outliers [4]. In order to im-
prove the convergence speed and the computation complexity
of the FCM algorithm, the Gradient-Based Fuzzy C-Means
(GBFCM) algorithm [5] was introduced by Park and Dagher
which combines FCM and the characteristics of Kohonen’s
Self Organizing Map [6] to improve performance.

In this paper, we propose a novel clustering algorithm using
the convergence property of POCS. The proposed POCS-based
clustering algorithm considers each data point as a convex
set and projects the prototypes of the clusters to each of its
constituent instances to compute a new set of center points.
At first, the proposed algorithm initializes k cluster prototypes.
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Fig. 1. Projection onto convex set: the projection of x onto A is the unique
element in A which is closest to x and is denoted as y.

Based on the distance to the prototypes, each data point is as-
signed to one of the clusters which have the minimum distance
from the data point. The cluster prototypes are projected to the
member data points and combined convexly to minimize the
objective function and the algorithm computes a new set of
prototypes.

The remainder of this paper is structured as follows. Section
II briefly reviews the POCS method. POCS-based clustering
algorithm is proposed in Section III. In Section IV, the
performance of the proposed POCS-based clustering algorithm
on various synthetic datasets is examined and compared with
those of other conventional clustering methods. Finally, Sec-
tion V concludes the paper.

II. THE POCS METHOD

A. Convex Set

The theory of convex set has a rich history and has been a
focus of research. It has been one of the most powerful tools
in the theory of optimization [1]. A convex set is a collection
of data points having the following property: given a non-
empty set A which is the subset of a Hilbert space H , A ⊆ H
is called convex, for ∀x1, x2 ∈ A and ∀λ ∈ [0, 1], if the
following holds true:

x := λx1 + (1− λ)x2 ∈ A (1)

Note that if λ = 1, x = x1, and if λ = 0, x = x2. For any
value of 0 ≤ λ ≤ 1 and x ∈ A, x lies on the line segment
joining x1 and x2 when the set is convex.

B. Projection onto Convex Set

The concept of projection of a point to a plane deals with
the optimization problem of interest, which is finding a point
on the plane that has a minimum distance from the center of
projection. For a given point x /∈ A, the projection of x onto
A is the unique point y ∈ A such that the distance between x
and y is a minimum. If x ∈ A, then the projection of x onto
A is x. The constrained optimization task can be expressed
as:

y = argmin||x− y∗||2 (2)

where y∗ is all the points on the set A. The projection onto a
convex set is illustrated in Fig. 1.

Fig. 2. Alternating POCS converges to a limit cycle for disjoint convex sets.

C. Alternating Projection onto Convex Sets

Alternating projection between two or more convex sets
with non-empty intersection converges to a point that resides
in the intersection of the convex sets. This prominent property
of POCS can be applied to solve many optimization tasks,
which can be described under the convex restriction sets. When
ci, 1 ≤ i ≤ n, represents n constraints with a non-empty
intersection, the solution to the task resides in the intersection
of the convex sets, which is expressed as:

c0 =

n⋂
i=1

ci (3)

Given the convex sets ci, 1 ≤ i ≤ n, which are closed
and convex with a non-empty intersection, the successive
projections on the sets will converge to a point that belongs
to the intersection. Equation (4) denotes the algorithm, where
x0 is any point and represents the starting point, and Pc is a
projection operator onto c.

xk+1 = Pcn ...Pc2Pc1xk (4)

When these convex sets are disjoint, the sequential projec-
tion does not converge to a single point. Instead, it converges
to greedy limit cycles which are dependent on the order of the
projections. Fig. 2 depicts a geometrical visualization of the
alternating POCS for three disjoint convex sets.

D. Parallel Projection onto Convex Sets

In the parallel mode of POCS, the initial point is projected
to all convex sets simultaneously. Each projection has a weight
and is combined convexly to solve the minimization problem.
For a set of n convex sets C = {ci|1 ≤ i ≤ n}, the weighted
simultaneous projections can be computed as follows:

xk+1 = xk +

n∑
i=1

wi(Pci − xk), k = 0, 1, 2, ... (5)

n∑
i=1

wi = 1 (6)



Fig. 3. Graphical interpretation of parallel POCS for disjoint convex sets.

where Pci is the projection of xk onto convex set ci and
wi is the weight of importance of the projection. Note that
xk represents the kth projection of the initial point x0. The
projection continues until convergence. The main advantages
of the parallel mode of POCS when compared with the
alternating one include computational efficiency and improved
execution time.

If the sets are disjoint convex sets, the parallel form of
POCS converges to a point that minimizes the weighted sum of
the squares of distances to the sets. Suppose that the projection
converges to a point x∗ such that the distance d defined by
(7) is minimized. A graphical illustration of the convergence
of the parallel POCS method is presented in Fig. 3.

d =

n∑
i=1

wi||x∗ − Pci(x
∗)||2 (7)

III. POCS-BASED CLUSTERING ALGORITHM

As mentioned in the previous section, the iterative pro-
jections (alternating or parallel) onto convex sets with non-
empty intersection weakly converges to a point that resides on
the intersection of the sets. For disjoint sets, the alternating
POCS converges to a greedy limit cycle, the parallel mode of
projection converges to a point that minimizes the weighted
sum of the squared distances. In this study, we propose a
clustering algorithm that utilizes the parallel form of POCS.
The proposed POCS-based clustering algorithm considers each
data point as a convex set and all data points in the cluster as
disjoint convex sets. The objective function of the proposed
POCS-based clustering algorithm is defined as:

J = argmin

k∑
j

n∑
i=1

wi||xj − Pci(xj)||2 (8)

wi =
||xj − di||∑n

p=1 ||xj − dp||
(9)

with a constraint

n∑
i=1

wi = 1 (10)

Algorithm 1 POCS-based Clustering Algorithm
1: Initialize cluster prototypes xk,0(k = 1, 2, ...,K),
2: Assign each data d to its closest prototype,
3: n← 1,
4: while n < N do
5: for k = 1 to K do
6: xk,n ← xk,n−1
7: for i = 1 to Ik do
8: wi ←

||xk,n−1 − di||∑Ik
j=1 ||xk,n−1 − dj ||

9: xk,n ← xk,n + wi(di − xk,n−1)
10: end for
11: end for
12: if xk,n == xk,n−1,∀k then
13: break . converged!
14: end if
15: end while

TABLE I
SYNTHETIC DATASETS.

Dataset Number of Clusters Attributes Instances

A1 20 2 3,000
A2 35 2 5,250
S1 15 2 5,000
S2 15 2 5,000
R15 15 2 600
Aggregation 7 2 788

where k, n represents the number of clusters and the number
of data points in one cluster, respectively, while Pci(xj) is the
projection of the cluster prototype xj onto the member point
di and wi denotes the weight of importance of the projection.

At first, the algorithm initializes cluster prototypes as in
K-Means++ [7] and assigns each data point to the nearest
cluster center. Until convergence, the algorithm computes new
cluster prototypes using (11) with a constraint as in (12). The
simultaneous projections of the prototype xk, where k is the
iteration index, continue until convergence. Starting from an
initial point x0, the projections converge to a point, x∞, that
can minimize the weighted sum of the squares of distances.

xk+1 = xk +

n∑
i=1

wi(Pci − xk), k = 0, 1, 2, ... (11)

n∑
i=1

wi = 1 (12)

IV. EXPERIMENTS AND RESULTS

In order to evaluate the effectiveness of the proposed POCS-
based clustering algorithm, various experiments on a variety
of synthetic datasets have been conducted. The experiments
exploits publicly available synthetic datasets that are available
on the website “Clustering datasets” [8]. These experiments
aim to thoroughly explain the convergence property of the



proposed algorithm in terms of visual clustering results, ex-
ecution speed, and clustering error. The specifications of the
datasets are summarized in Table I.

Fig. 4 illustrates the visual clustering results in two-
dimensional plots where each unique color in a plot denotes
a cluster obtained after convergence. Each cluster center is
marked by red color and located in the vicinity of the cluster.
Generally, the proposed POCS-based clustering algorithm has
a competitive performance when compared against popular
clustering techniques like K-Means and FCM algorithms.

On A1 and A2 datasets which include 3,000 and 5,250 two-
dimensional data points with 20 and 35 clusters, respectively,
all three clustering algorithms are able to positively identify
the clusters despite the existing mild overlapping among those
clusters. However, the cluster shapes and the final prototypes
vary in different algorithms. For S1 and S2 datasets (each
dataset has 5,000 data points which are distributed to 15
clusters), the algorithms are able to pick the cluster groups
with favorable results.

R15 dataset contains 600 data points which are divided into
15 clusters. One of the clusters is located in the vicinity of
the center of the dataset and the remaining clusters surround
the center cluster on two layers of circular orientation. As can
be seen from Fig. 4, the algorithms can adequately determine
the cluster prototypes and groups for R15 dataset.

On Aggregation dataset which is comprised of 7 clusters
with a total of 788 instances, the clustering results are not
stable for all three algorithms. Note that this result can be
considered natural because these clustering algorithms are
based on Euclidean distance measure which is only suitable for
partition-based clustering problems, while Aggregation dataset
contains data points distributed in contiguous regions and in
different densities and sizes which are typically related to
density-based clustering problems.

To sum up, on each of A1, A2, S1, S2, and R15 datasets
where the clusters have apparent centroids and have simi-
lar numbers of data members compared to each other, our
proposed POCS-based clustering algorithm and the K-Means
algorithm share a similar performance and perform somewhat
better than the FCM algorithm in terms of visual clustering
results because the FCM algorithm sometimes still converges
to sub-optimal solutions as can be seen from its results on A1
and A2 datasets in Fig. 4. Meanwhile, these algorithms are
not suitable for working on density-based clustering problems
such as Aggregation dataset.

In addition, the execution time is also considered as a
comparison standard to assess the performance of those
clustering algorithms. Table II summarizes the experimental
results on execution times of different clustering methods. The
execution speed of each algorithm is measured by executing
the algorithm 10 times and deriving the mean value. As can
be seen in Table II, the three algorithms can be roughly sorted
according to the ascending execution times as follows: POCS-
based, K-Means, and FCM.

Clustering error is one of the most important measurements
that is adopted to evaluate performance of clustering algo-

TABLE II
EXECUTION TIME COMPARISON ON VARIOUS DATASETS (IN SECONDS).

A1 A2 S1 S2 R15 Aggregation

K-Means 0.09 0.30 0.09 0.09 0.04 0.03
FCM 0.57 3.27 0.57 0.62 0.06 0.04
POCS-based 0.08 0.20 0.08 0.11 0.03 0.02

TABLE III
COMPARISON IN TERMS OF MEAN AND STANDARD DEVIATION OF

CLUSTERING ERROR ON VARIOUS DATASETS.

K-Means FCM POCS-based

A1 101.4 ± 7.1 88.8 ± 5.5 90.4 ± 4.9
A2 172.5 ± 10.7 175.8 ± 8.7 159.5 ± 8.6
S1 265.3 ± 44.9 198.9 ± 23.5 205.2 ± 21.3
S2 270.6 ± 29.8 233.3 ± 12.8 228.2 ± 13.3
R15 27.0 ± 6.4 16.7 ± 2.3 19.3 ± 2.1
Aggregation 80.5 ± 2.1 81.8 ± 2.6 80.3 ± 1.8

rithms. The clustering error in our experiments is defined as:

E =

K∑
i=1

Ni∑
j=1

||ci − xi,j || (13)

where K is the number of clusters, Ni, ci, and xi,j are the
number of data points, the final prototype, and the jth member
data point of the ith cluster, respectively.

Table III summarizes the clustering error of different al-
gorithms after convergence. The clustering error of each
algorithm is computed by running the algorithm 20 times on
a dataset and the mean and the standard deviation of the error
are adopted as evaluation metrics. Note that all data points
in each dataset are normalized to have values ranging from 0
to 1 for clustering error calculation. According to the results
presented in Table III, the difference in clustering error among
the examined algorithms is trivial. However, the proposed
POCS-based clustering algorithm has shown a competitive
clustering error when compared to that of the FCM algorithm.
In addition, the POCS-based clustering algorithm provides a
stable result at different running times when it consistently
shows minimal dispersion of clustering error compared to that
of the other clustering methods. This makes the proposed
POCS-based clustering algorithm the most stable and robust
algorithm among the rest.

As a result, the proposed POCS-based clustering algorithm
possesses the fast execution speed of the K-Means algorithm
while achieving the favorable clustering error as the FCM
algorithm.

V. CONCLUSIONS

In this paper, a novel clustering technique based on the
projection onto convex set (POCS) method, called POCS-
based clustering algorithm, is presented. The proposed POCS-
based clustering algorithm considers each data point as a
convex set and projects the cluster prototypes to each of its
constituent instances to compute the new prototypes. Based



Fig. 4. Clustering results of different algorithms on synthetic datasets.

on the experimental results on various synthetic datasets,
the proposed POCS-based algorithm has shown a superior
performance compared to the K-Means algorithm in most
cases and competitive enough with the FCM algorithm with
marginal performance difference in terms of clustering error.
Furthermore, the execution speed and simplicity are additional
important advantages of the POCS-based clustering algorithm
over the FCM clustering algorithm. The POCS-based algo-
rithm converges much faster and can result in a more stable

clustering output as compared to the K-Means and FCM
clustering algorithms. In general, experimental results show
that the proposed POCS-based algorithm can be considered
as a promising tool for various data clustering tasks.

REFERENCES

[1] L. Bregman, “The relaxation method of finding the common point of
convex sets and its application to the solution of problems in convex
programming,” USSR Computational Mathematics and Mathematical
Physics, Volume 7, Issue 3, 1967, pp. 200–217.



[2] J. MacQueen, “Some methods for classification and analysis of multi-
variate observations,” in Proceedings of the Fifth Berkeley Symposium
on Mathematical Statistics and Probability, Volume 1 (Univ. of Calif.
Press, 1967), pp. 281-297.

[3] R. Xu, D. Wunsch, “Survey of clustering algorithms,” IEEE Transactions
on Neural Networks, Volume 16, Issue 3, May 2005, pp. 645-678.

[4] J. C. Bezdek, R. Ehrlich, W. Full, “FCM: The fuzzy c-means clustering
algorithm,” Computers & Geosciences, Volume 10, Issues 2–3, 1984,
pp. 191-203.

[5] D. C. Park, I. Dagher, “Gradient based fuzzy c-means (GBFCM)
algorithm,” in Proceedings of 1994 IEEE International Conference on
Neural Networks (ICNN’94), Volume 3, IEEE, 1994, pp. 1626–1631.

[6] T. Kohonen, “The self-organizing map,” in Proceedings of the IEEE,
Volume 78, Issue 9, Sept. 1990, pp. 1464-1480.

[7] D. Arthur, S. Vassilvitskii, “K-Means++: the advantages of careful seed-
ing,” in Proceedings of The Eighteenth Annual ACM-SIAM Symposium
on Discrete Algorithms, Jan. 2007, pp. 1027–1035.
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