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Abstract—With the wide deployment of network facilities and  ing) which provides more intelligent and flexible network
the increasing requirement of network reliability, the disruptive  management. SDN networks, such as OpenFlow - enabled [3]
event like natural disaster, power outage or malicious attek has networks, decouple the network control plane from the data
become a non-negligible threat to the current communicatio ' . \
network. Such disruptive event can simultaneously destroyall plane, and have bgen successfully erloyed in the opesator
devices in a specific geographical area and affect many netwo VAN and corporation’s LAN to provide robust network ser-
based applications for a long time. Hence, it is essential to vices, e.g., the global carrier NTT communications network
build digastgr-resilignt network for future highly surviv able Google and Microsoft inter-datacenter WANSs, éfc [4], [SheD
communication services. In this paper, we consider the prdem , s intrinsic great flexibility and global management bét

g}: %es;\?nE%%f?wglrghléerf(ieﬁg'snf\]gt?,vt\gﬁ(riﬁgt;rﬁﬂgtggﬁaﬁcw IThee network, SDN is potentially suitable to execute an efficient

conventional idea of handling all the failures on the contrd r€covery during a major disruption. _ _ _
plane (the controller), we focus on an integrated design to  Although SDN has a good potential for handling failures,

mitigate disaster risks by adding some redundant function®n the  the current architecture may be not sufficient to recovemfro
data plane. Our design consists of a sub-graph based proawti |5rga-scale failures such as disaster failut@sntrol plane

protection approach on the data plane and a splicing approdt at I . . .
the controller for effective restoration on the control plane. Such scalabilityand therecovery time requiremenre the two major

a systematic design is implemented in the OpenFlow framewkr Challenges. Generally, the SDN controller computes routes
through the Mininet emulator and Nox controller. Numerical ~whenever a failure occurs. And the controller is respomsibl

results show that our approach can achieve high robustnessith  for updating all the forwarding elements’ status. However,
low control overhead. the multiple failures caused by a catastrophic event will
simultaneously disrupt a lot of end nodes. This will lead to a
|. INTRODUCTION huge amount of reconnection requests, making it imprdctica
Networks having very high degree of interconnection ate offload the task of all the routing computation and to
vulnerable to the disruptive events such as floods, earkeg,a update the forwarding elements’ status to the controllais T
power outages, electronic attacks, etc. Such regional gasnais because the dynamic route re-computation can lead to huge
are usually unpredictable and may simultaneously destroyerhead, and inserting all new routes into SDN forwarding
multiple network facilities in a specific geographical agreslements alongside is time-consuming [6] and error-prare d
which result in a long period of network outages. For exampl® the consistent packet processing problem [7], [8]. Mueeo
the east Japan earthquake on March 2011 caused 385 ttle-stringent recovery time requirements of missionalti
phone offices stopping operation immediately, cut off mils and real-time application$1[9] make the enhancement design
of users from the telephone service and even the emergenéyhe control plane (e.g., the distributed control plansigie
restoration took more than one monih [1]. like Onix [1Q]) incompetent. This is because the status syn-
The conventional techniques to maintain network continuichronization among physically distributed controllerguiees
can not work well in case of disasters. Network protectioadditional time.
which relies on the expensive pre-allocated backup ressurc In this paper, we propose a new framework to deal with
may fail to deal with regional damage when the backupe considered problems in face of disaster failures by SDN.
resources corrupt simultaneously with the primary onee TBeveral design challenges are addressed in this paper,
restoration mechanism, which computes new routes based) Low controller overheadThe controller overhead should
on the actual status of network, may introduce too long be low in order to reduce the likelihood of controller

convergence time to meet the requirements of missiorcatiti being the bottleneck.
and real-time applications, and leads to serious consegsen (2) Fast recovery The recovery should be quick in order to
like transient loops and blackholéd [2]. meet the requirement of some mission-critical and real-

To build disaster-resilient networks, this paper focuses o time applications.
leveraging the technique of SDN (Software Defined Network-(3) Strong connectivity The connectivity ratio should be
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high even after a major disaster event destroyinga lot
of network components. S
To address above challenges, our main idea is to pre-install e -
redundant flow entries (backup entries) into the data plane.
Different from the previous enhancement design of the cbntr
plane, our enhancement design of the data plane guarantees (@ vulnerable zone oflink &, {b) vulnerable zone of path ¥,
that a large proportion of th? reconnection reques_ts can l:?e 1. Vulnerable zone: the union of points that are locatednore than
handled on the data plane. Since only a small fraction of tE istance from the network componer?ts. Any region failureuss in the
requests are handled by the controller, the control overi®ea vulnerable zone will break the network component.
low. Besides, the data plane handled requests will not be sen
to the control plane, thus saving the round-trip recovetgyde
between the data plane and the control plane. To addressila@dj, i,j € V,e;; € E. By x5 we denote the path between
third challenge, we consider the disaster failure’s geplgiGal nodess andt, s,t € V.
layout and its failure size distribution. In order to do this
we adopt the novel metric of the vulnerable zone of a pa
during generating the backup entries. So the pre-installed
backup routes are less likely to simultaneously get desttoy During the extreme events such as disasters or malicious
by a disaster failure. By combing with the recovery on thettacks, multiple network components located closely whea
control plane, our design guarantees strong connectifiiey a other may fail together. We summarize the behaviors of such
a disaster failure. large scale attacks to model the “the geographically cated|
More concretely, our proposed design consists of two moféilure”.
ules: the proactive local failure recovery module runnimg o Definition 1: (Geographically Correlated Failure) is de-
the switches (data plane) and the reactive global restoratfined as follows:

module running on the controller (control plane). In the 1) Network components intersecting the region of failures
protection module, we adopt the multi-topology routing to il be removed from the network. The size of a

do local fast rerouting, and consider the geography pragsert geographically correlated failure is determined by the
(shape and size) of the disaster failure to generate robust (gdiusr.

backup routes. In the restoration module, we give an ef-2y The radiusr follows the distribution functionsf(r),
fective algorithm to reconnect failed nodes by reschedulin o <1 < 1y, Wherer, (resp.rp) is the minimum (resp.

the pre-installed routes. We further consider the loadrizaa maximum) considered region size

performance during recovery by formulating an ILP, after It's notable that our model does not make any assumptions
which an heuristic algorithm is proposed. We implement theD : . ; .

oo . L . about the failure locations and radiuses, which are usually
prototype by utilizing multiple tables pipeline procegsiand

fast failover group tables of OpenFlow (Section I11). Simugglrcﬂtgge?bi;alpng?s toetr:]eer;n;far;altn;g Ofrt(;]\iodljzaite(atgﬁ?ﬁistic
lations ( Sectio 1V) on both random generated and realisém 9 b

topologies show that, the protection module is able to fan f\!lure model [14], [T5] (which requires the knowledge oéth

approximately 70% of the reconnection requests. The rests é'zulure radiuses) and SRLG related model|[16}+{21] (which

processed by the restoration module. Only by rescheduiiag feauires the knowledge of the failure locations).
pre-installed redundancies, more than 90% of the discdadec

end nodes can be reconnected even when the failure diametenulnerable Zone of a Path

is 1/6 of the network deployment region’s length.

Failure Model

According to the definition of regional failures, a disaster
Il. PRELIMINARY region can be of any shape with arbitrary size and located

In this section, we first introduce the network model ananywhere in the plane. Therefore, there are infinite number o

failure mode adopted in this paper. Then we introduce thegion failures to be considered. Our first problem is to find
vulnerable zone of a routing path a proper statistical metric to evaluate the impact of region

failures.

A. Network Model Given a regional failure with radius a link e;; may fail if

h it intersects with the failure region. In other words, if aater
happens and its epicenter is less thagistance frome;;, e;;

will be broken. We call the set of those points thdnerable

We consider a physical network(V, E) as a planar grap
inside the deployment are@ € R?, which is represented by
the network component$’ is the set of forwarding elements . - ) )
(routers or SDN switches) anfd is the set of links connecting zoneqf !'_nk ei;, denoted byZeij' defm.ed as fOHOWSf'
them. In SDN context, all forwarding elements have a channePefinition 2: (Vulnergble zone of.a I|nk).|s the region sub-
connected to the centralontroller C (in-band or out-of- 27€@ such that any region failure with radiug’hose epicenter

band. By e;; we denote the link between adjacent node@"s within it will always cause the corruption of the given
link.

1The logical controllerC can be implemented distributedly [11].]12], this
refers to the controller placement problem and is out of tb@pe of our 2The distribution functionf(r) of the destructive natural regional failures,
works. such as earthquakes, usually follows the power-law digioh [13].



As illustrated in Fig[1l (a), the “hippodrome” in dash lineprocessing of OpenFlow, this distinction function is made
represents the vulnerable zone of link, which consists of possible without any interference of the controller.
all points whose shortest distance to liak is no more than  The basic idea of MT routing is to take the original graph
r. Similarly, we can further define the vulnerable zone of & as input, and generatie backup topologied G ... Gy}.
pathz,,, denoted asZ, , , as shown in Fig.11 (b), which is Routing tables{7; ...T}} are computed and installed based
the union of all circle centers that are located no more tharon {G ... G} }. Moreover, we notice that the recent research
distance from the path. on MT Routing, Multiple Routing Configurations (MRC) [24],
Definition 3: (Vulnerable zone of a path is the region [25], is a good technique. The design goal of MRC is to
sub-area such that any region failure with radiusiaving prepare different configurations for different single naate
epicenter falling within it will always cause the corruptio link failures to achieve fast rerouting. With the adoptioh o

of the given path. MRC, the goal of the distinction function is clear, i.e., to
The vulnerable zone of a paify, is the union of the vulnerable distinguish the single link or node failure and the multiple
zones of all the links of the path, i.€Z.  =U,, e, 2 .  failure. Furthermore, during the route planning in eactkbac

topology, we consider the geographical distribution ofwoek
components to reduce the likelihood of route corruptions by
regional failures.

In this section, we first define the problem of SDN network For the reactive global recovery module running on the
reliability against regional damage. Then we introduce ogpntrol plane to handle the remaining failures, a straight-
system, which consists of two modules: the proactive Backfrward idea is to compute new routes on the controller
Topologies Generation Module for local recovery and thier each failed flow and install all the new rules into the
reactive Splicing Module for global restoration. corresponding switches (_[12]_[26],_[27]). However, such
an operation is time consuming and error-prone due to the
consistent packet processing problen [7], [8]. Instead, we
exploit the usage of pre-computed backup topologies talcebu

The problem to be solved can be defined as folloisen the failed connections, and a splicing algorithm is propdse
a networkG(V, E) and a central controllei”, 1) how do we the Splicing Module at the controller to find new paths.
pre-install some redundancies into the network so that the
controller is able to reschedule these reduncancies and 2) Splicing riene.
how does the controller reschedule the protection resaurce todule
with low controller overhead to survive from the large-sal R dereTas
multiple failures caused by regional damage.

To solve the above problem, we apply the SDN framework D I-

T;

for failure recovery. Our design consists of two modules, "%Qt ﬁ e
G:
Gy

IIl. SYSTEM DESIGN

A. Overview of System Design

Data Plane;

a proactive local failure recovery module working in the
forwarding plane (Backup Topologies Generation Module&) an
a reactive global restoration module running in the control
plane (Splicing Module). The failure reconnection regsiest
first get handled by the local failure recovery module. The
reconnection requests that the local recovery module is not
able to handle are led to the global restoration module as )
illustrated in Fig[®. Fig. 2. System overview

How to install the redundancies for the proactive local
failure recovery module needs to be carefully addressed. To
reduce the controller overhead, we want to handle failurBs Review of MRC (Multiple Routing Configurations)
locally as much as possible. However, the limited number For the completeness of our work, we first give a brief re-
of redundancies on the data plane can not handle all of thiew of the MRC algorithm. The key idea of MRC routing al-
failures. We thus have to distinguish the types of failuregprithm is to prepare multiple backup topologigs; . .. G},
so as to decide which of them to handle on the data plaaed select a proper backup topology in accordance with the
and which on the control plane. This “distinction” functiorcurrent network failure state [25]. In each backup topol6gy
can only be implemented on the data plane. Otherwisesitme linkse,,,,, are defined assolated linksand restricted
would require the interference of the controller which malnks while some nodes,; are defined assolated nodesThe
lead to some additional controller overhead (to decide thmolated links are set infinite weight and can be excludeohfro
types) and additional recovery delay (the round trip tim€&;. The restricted links are set very high weight so that they
between the control plane and the data plane). To make thid not be chosen by some routing algorithms (i.e., shartes
distinction on the data plane possible, we refer to the agagiro path routing mechanisms) unless have to. A nedén G; is
of Multi-Topology (MT) Routing (RFC 4915 and RFC 5120isolated if and only if its adjacent links are all either reted
[22], [23]) to add redundancies. And by the joint desigor isolated. Whenever the isolated nodes fail, it will ndeef
of multi-topology redundancies and the multi-table pipeli the connection of other paths.

handled

Failur
Control plane

<



If nodeu detects a failure of adjacent link,,, u will select 1) Geography based Backup Route Generatidfter run-
a backup topology~; in which the failed next hop link,, ning the MRC backup topology generation algorithm, we
is isolated. Then it will tag packets with the selected backwbtain multiple backup topologies7; ... G }. If we run the
topology id: to notify the subsequent node to forward packesame path finding algorithm (i.e., Dijkstra algorithm) om al
based on this backup topology. Since(, e, is assigned these backup topologies, for specific nodeandt, the path
a very high weight and it does not undertake any transit traffbetween themyz?, (on G;) andy’, (on G;) , will be possibly

the packets are guaranteed to reach their destination. coincided. This should be avoided because paths on these
Generally, to restore an arbitrary single link or node faiju backup graphs are too close to each other and are vulnerable
the following constraints must be satisfied: to a common risk. To improve the reliability of these paths, w

(1) Each node: in the original graph must be isolated in2dopt the vulnerable area of a path during the route geoerati

at least one backup topolody;. Each linke,, in the N eachG;.
original graph must be isolated in at least one backup For eachs, ¢ € GG, we may have different paths on eaGh

topology G.. Compared to the original path i@, these paths are redundant.
(2) Each link must be isolated with one of its adjacenthey can be used to rebuild the failed connection between

isolated nodes in one backup topology. s and t. However, if the vulnerable areas of backup paths
(3) All node pairs must be mutually reachabledh. intersect, they can be possibly destroyed by a regionairtail

simultaneously. Consider a flow with (src=6, dst=3): notynal

its primary path inG is 6 — 7 — 5 — 3 based on the shortest
path. The backup path frofto 3 in G; is6 — 7 — 8 — 3.

The backup path 75 is 6 — 4 — 5 — 3. The backup path

in G3is6 — 7 — 5 — 3. Assume that a regional failure
destroys node 5 and node 8 simultaneously. All the primary
and backup paths are destroyed. This is because in this case,
the primary path and the three backup paths are not region-
disjoint. If, however, inG3, we select the region-disjoint path
6—>1—2—=3from6—7—5—3Iin Gy, backup path in

G's would not get destroyed by the regional failure.

To avoid the situation in which all the primary path and

Fig. 3. (a):Original networkG.(b)-(c):backup topologie&1-Gis. Dark node backup paths are destroyed, it is required that these paths

refers to the isolated node and dashed line refers to thectest link. For ?re region-disjoinf]Z8]. Howeven f.inding region-disjbpaths
clarity, we did not draw the isolated links if¥;. is NP-hard even with a fixed failure radius[28] and is

difficult to solve in general. Therefore, we refer to helicist

. . orithms. Our algorithm is shown in Algorithid 1. It first
Fig.[d shows the generated backup topologies. Every n s the shortestgpatbtot from s to ¢ ongG (Go) as the

is_ isolated in exactly one ba_ckup topology. Consider a ﬂoS’rimary path betweers and ¢t. Then it iterates on all the

Wr;th t(sr;:—l,tgs_tréB)Anormally ';S pza:h_lﬂsd—> 2d—> 3dbalsi|dt0nt backup topologiesr,, r] is evenly divided intok intervals.

shortest path Iitz. ASSUMe node < 1alled and node 1 detected, .\, backup topologys; is resilient to failures with radius

the failure. Since node 2 is isolated @y, node 1 would tag U 07 = 1o + (i — 1) - Z="=_ This is achieved by reducing
i =Ta k=1

the packet with tag 1 which refers to backup topolagy. .the likelihood of the vulnerable zone of backup pa#i;

The alongside nodes will also forward the packet belongin : . : v
to the failed flow based o&v;. Thus, the routing path from 1 ngtersectmg with the vuinerable zone of the primary patf, .

. . st
10 3 becomed —s 4 — 7 — 8 —s 3. If the two vulnerable zones intersect, it means that they can

be both destroyed by a failure with radius We assign very

. The MRC is qr|g|nally_deS|gned for locally handling Sm.glehigh weight to those links whose vulnerable zones intersect
link or node failure. It is not adequate to handle multiple

. g . with Z"i to reduce the likelihood of choosing those links in
failures caused by large-scale regional failure. To leyera | Ty
its redundancy, we first modify it based on the geographicéi:-
distribution of failures to better accommodate the Spiicin 2) Implementationif the packet can not be handled on the
Module as described in the next subsection. data plane, they are sent to the controller to get handled on
the control plane. The data plane should be able to delieer th
failures to the control plane immediately after finding litse
unable to handle them. Unlike the traditional router, theada
This section first introduce how to generate routes on thgsane and the control plane in SDN are usually physically
backup graphg§G; ... Gy} obtained by the MRC algorithm. separated. Also, the controller should not interfere witls t
Even with a sophisticated path finding algorithm, it's imgies logic. Otherwise, it would prolong the recovery time (due to
ble for the limited number of redundancies on the data planethe round trip time between switches and the controller) and
handle all of the failures. So this module is also respordilnl increase the controller overhead. We achieve this by cllyefu
distinguishing the failure types so as to deliver some fadu arranging the routes in the pipeline and leveraging the fast
to the control plane to get handled. failover group table provided in the OpenFlow.

C. Backup Topologies Generation Module



Algorithm 1: Backup Routes Generation
Input: network topologyG = (V, E), backup topologies
{G:...G}}, source address destination address
t
Output: k backup routes iI{G; ...Gy}

1 begin
2 Find 2%, in the original topologyG
3 for i+-1to k do
4 ryoi= . 4 (Z _ 1) M Fig. 4. A regional failure destroys bothl andp2. We rebuild the path by
‘ “ -1 installing one route on node to divert traffic fromp1 to p2.
5 forall the edgee,, e E; do
6 if Z7: Z“ # () then
wl, = — very high weight D. Splicing Module
7 Find y%, in backup topologyG; using the new The splicing module refers to theactive recovery at the
| weight controller. It's responsible for rebuilding the failed cmttions
8 return {y!, ...y} that can't not get handled by the pre-installed redundancie

As described in Sectidn IITJA, unlike conventional apprioes
that install all routes into forwarding elements, we rethdfie
failed connections by utilizing the pre-installed reduncias.
Generally, the OpenFlow pipeline processing consists B doing so, the number of installed routes is reduced, thus
multiple routing tables{T} ... T,..,} and a group tabl€,. reducing the likelihood of the consistent packet proce&gsin
Flow entries both inl; (0 < i < maxz) andT, consist of a problem. A motivation example is shown in F[g. 4. The are
lot of terms. InT;, entries consist of match f|elds instructionswo paths froms to ¢, p1 andp2. A regional failure destroy
and priority. The failover group entries ify;,, consist of group e,. ande.;, simultaneously. As a result, boffii andp2 are
id and action buckets. Each action bucket is associatedawitllestroyed. To rebuild the connection, the traditional apph
specific port (watch port) that controls the bucket's livee is to install new routes along — ¢ — ¢ — d — t, which
The action buckets within an entry are evaluated sequéntiatequires installing five new rules. In contrast, we only afist
The first bucket which is associated with a live portis seldct two rules, one on node to divert traffic top2, the other one
The conventional routing procedure is to directly forwardn nodee to divert traffic fromp2 to p1.
a packetp to a specific port. In contrast, to leverage the fast Another issue we consider is the load balancing during
failover group, we first forwarg to a specific group in the recovery. Unlike the single link or node failure, the regibn
group table. Then it's up to the group to decide which pofailures usually destroy a huge amount of network companent
to forward to based on the port’s liveness. The packets aienultaneously and lead to a huge amount of disconnected
basically divided into two types, i.e., clean packets artlydi end nodes. Such a huge number of disconnected end nodes
packets. The clean packets are those packets that haversqtires lots of reconnections. The splicing module should
encounter any failure yet via routing. The dirty packetsehashandle the reconnections in a proper way to avoid that some
encountered failures before. The clean packets and the ditbdes bear exceedingly more rerouting paths than othees. Th
packets are processed by different processing flows in tfegjuests that sent to the controller give us the opportunity
multiple table pipeline. The two types of packets are exlic redistribute some of the reconnecting traffic. Aside frora th
distinguished by the MPLS tag in the packet header. connectivity, we also consider the problem of how to recatine
The detailed procedure is shown in Fig. 5. Concretély, the failed paths. We first define a metric, then we give an ILP
is the starting table for all packets, which works as a dimgrt to formulate the problem, after which we propose an efficient
table to divert packets to different processing flows. heuristic algorithm to reduce the complexity.
(1) A clean packep is diverted byT, to one of the groups We define the metric, maximal load to quantify the routing
in T,,. The group whichl, forwardsp to, is responsible load balance degree after a regional failure.
for checklng the liveness of the output port which is Definition 4: (Maximal Load): given a network graph
based on routing tabl&,. If the output port is alivep G (V', E') after a regional failure (with failure radiug, and
will be sent out via that output port. Otherwise, it willa reconnection request matfi&M on G', the maximal load
be tagged a MPLS label (¢ is a backup topology’s gap is the load of the most loaded node in the network, where
number) to indicate that it is a dirty packet. Then it wilthe load of a node is the number of primary and rerouted paths
be sent out via another port which is decided by theassing it, i.e.,
routing in 7. _ ' /
(2) A dirty packetp with a MPLS labeli is diverted byT, ML = |(Pu+ Ry maa, Vu €V
to T;. ThenT; will forward p to one of the groups in By P, we denote the number of primary paths that pasBy
T,. The group will check the liveness of the output porR; we denote the number of the rerouted paths that pass
based on routing tablé;. If the port is alive,p will be based oriR M after a regional failure. Here, we consider the
sent out, otherwise it will be sent to the controller to ggtrimary resource and the rerouted resource separatelyvand
further processed. assume that if a primary path for a particular node pair is not




failed, the primary path can not be altered to avoid networldlgorithm 2: Splicing Action Generation

wide reconfiguration. Our goal is to minimize the maximal|nhyt: network topologyG = (V,

load.
We formulate the problem by the following ILP,

PO DL R DD BT

min max (

. ! 1
eV Vs,teV e ; € Vs,t€RMi e, ;€ B’ 2
3

+ > Y zfj) (LP1) |

Vs, tERMs ei]‘GE, 5

s.t. zg is a routing path (1a)
y;; € {0,1},Vey; € B, Vs, t € v (1b) ;

9

The first part in the object function correspondsitg in
WhICh xfj equals to 1 if pathe,, passes;; and O otherwise.

lj is computed based on the routingdh. The second part 19
in the object function corresponds to the additional rarmut 11
paths that have to undertake due to the reconnection requests
RM;. RM; is the reconnection requests that can be handled
on the data plane. The second part can also be computed
The third part in the object function computes the number pf
rerouting paths thathave to undertake due to the reconnectiqg
requestR M. R M, is the reconnection requests that can not
be handled on the data plane. It is notable fRad¢! equals to 1o
the sum ofRM; and R M. Y

ILP1 distribute the rerouting traffic in a min-max fashlon
However, the above optimization may not scale well to Iarge
networks. In addition to the optimization, we also give 4
heuristic algorithm. To evenly distribute the reconneusio?!
request using the installed redundancies, for all noede £, 22
we record R, on the control plane. We first construct as
temporary graph in which, we fill all the available segmen

(not broken by the regional failure) frofiGG; ... G} into

E), backup topologies
{G1...G}}, source address destination address

t

Output: a set of splicing actions.
begin

if s andt are physically disconnectetthen
| return failed and abort
else
build a temporal topolog¥z ey (Viemps Eremp)
V;Eemp = Va Etemp =10
for i+-1to k do
forall the edgee,, € E; do
if ey, is alive and on the path from to ¢
in G; then
Etemp = Etemp U éyw
12 =1
else
L continue

Cuv *

forall the edgeeuv e Eiemp do
| we,, = (R, +R,)/2

find shortest patyen, 0N Giemyp from s to ¢
if foundthen
forall the edgee,, € Etemp dO
if €yy € Premp then
= R; +1

else
L return failed and abort

return splicing actions based Qe

the temporary graph. Then weight assignment is performed
based onk,, for all nodeu € E. The detailed algorithm is in
Algorithm 2.

OpenFlow 1.3.3[]29] and NOX controller [30] and examine
the prototype’s performance on Mininet testbed| [31]. Fa th
throughput test, we use two PCs, one running mininet and the
other running NOX controller. Iperf[32] is adopted as owstte

ol.

Comparsion Metrics. We use the following metrics to

fuantify the results [33]/[34].

Recovery RatioRecovery ratio is introduced to evaluate
the capacity of network recovery to reset the connection
between pairs of disconnected nodes, which can be de-
fined as follows,

Definition 5: (Recovery Ratio)

In Algorithm 2, we first test ifs and ¢ are physically
disconnected. If they are, it's impossible to find a path leemv
them. Then we construct a multigraph..,,, by adding edges
from k paths froms to ¢ in {G; ... G} excluding the failed
edges. To evenly distribute the reroutmg paths, we set li RO
weight of e,,,, to the mean ofRu ande After the weight is
set, we try to find a path on this temporary graph. If a path
found, we updateR;,u € V and return the splicing actions.
Otherwise, it means that the failed path can not be rebuild by
splicing the existing redundancies. In this case, one mag ha
to install a whole new path.

IV. PERFORMANCE EVALUATION number of recovered paths

Recovery Ratic=
y number of recoverable paths

A. Simulation Setting

We use both random and realistic topologies for our sim-
ulation. The random50 topology contains 50 nodes and 120

edges, the random100 topology contains 100 nodes and 211
edges. The realistic Germany backbone consists of 50 nodes

and 88 edges. The deployment area is 1200 x 1200 (arbitrary
units) for all the cases. One connection is requested by each
node pair of the network. We implement our prototype using

As a result of multiple failures, the underlying topology
may be divided into disconnected components, or the
source (and/or destination) of a certain flow becomes
failed. Hence, we call a disconnected routing path as
“recoverable” if both the end nodes are alive and they
are not physically separated.

Path stretch The detail definition can be found in_[35].



Table 0

Match | Instructions | Priority B EValuat'On ReSU|tS

st [ wetwen ] towat - - - 1) Recovery RatioFig.[8 shows the recovery ratio in term
of the number of backup topologiésin the three topologies
when the radius of the regional damagé(s From the graph,
we can see that both SDN-FRRD and SDN-MRC, that apply
the SDN framework can steadily achieve more tH#)¥%
recovery ratio. Comparing to the MRC and the Path Splicing
curves, clearly shows the effectiveness of our SDN framkwor
Fig. [@ shows the recovery ratio when the radius of the
regional failure is100. The trend of the curves is similar to
the ones inFigl]6. When the failure radiuslig0, the failure
breaks more links than when the failure radius is 50. Thus
the recovery ratio of the MRC, SDN-MRC, Path Splicing
gets decreased. For example, the recovery ratio decrease by
about5% in Fig.[7(a) compared to Fig. 6{a), and decreases
by about10% in Fig. compared to Fig. 6(c). However,
we observe no significant decrease of the curve SDN-FRRD.
VIV sid id (ieHVIxIV, output icHVIx|VI)->(" goto entry 0) | — — — This is because in the Backup Topologies Generation module
Senponel” (see Algorithm[ll), we adopt the vulnerable area of a path
i and consider the distribution of the failure radius to geatesr
work low for normal packets backup routes, such that the recovery ratio is not signifigan
_____ work flow for tagged packets influence by the size of the regional failure. This can also be
validated in Fig[®, where the recovery ratio remains above
Fig. 5. Prototype architecture 95% even when the failure radius i50 in all the three
topologies.
Since the recovery ratio of the SDN-FRRD is almost
i i about100% and is steady when the number of the backup
Generally, a path with longer stretc_h requires more netESpoIogieslc is from 6 to 15. Since smallk already has
work resources. We adopt the notationstietchto mea-  gaisfying performance of the recovery ratio, small valok
sure the ratio of alternate path length over the expectgdy ficient. Because largérmeans the backup tables would
shortest path length. consume more switch resources, network operators who have

« Controller overhead As _the aforementioned idea Ofa strict limitation of switch resources can consider chogsi
backup topology generation, we try to reduce the load me smallest:

the contro!ler by Iocally_ restoring the_z failed connection. 2) Stretch: Fig.[ shows the stretch in term bf= 6,7, 8,9

The effectiveness of this approach is measured through ihe three topologies. As we can see, in all the three
the metric below. topologies, abou90% of the stretch is below 1.5. Normally,
Definition 6: (Controller Overhead) Controller over- 55611 means more redundancies, which can lead to smaller
head is defined as the proportion of reconnection requegtsiches. The four values @f achieve approximately equal
that need to be processed by the controller. recovery ratio, largek tends to have smaller stretch. This can

. Maximal_ Load As defined in Sectioh 1II=D, i_t quanti_fies be seen, for example, in FE-B(c), the curvekof= 9 is on
the maximal load among nodes after a regional fallurethe left side of the curve of — 6, which means a smaller

We compare our SDN-based Fast and Resilient Routiﬁ%{emh- This leads to a trade off between cost and perfazenan

against Disaster (SDN-FRRD) approach with the followin§ the initialization of network, i.e., operators who want t
approaches proposed in the literature get a lower stretch can choose larderat the cost of more

switch/router routing tables consumptions.

« MRC [25]. The MRC is designed for local fast recovery. 3) Controller Overhead:Fig.[I0 shows that whek = 6,

We evaluate it to see if it's sufficient for regional failuresthe controller overhead in terms of the failure radius. Ih al

o SDN-MRC. We apply the MRC to our novel frameworkthe radiuses, the controller only needs to handle at@t of
by directly using the MRC in the Backup Topologiedailures, which means the data plane has already handle more
Generation module. than60% of the failures. As the failure radius grows bigger,

« Path Splicing[[38]. The advanced multipath routing algahe controller overhead has the trend to get heavier tocs Thi
rithm, path splicing, is to random splicing routes in thés because when more links are destroyed, it is more difficult
data plane. The setting of Path Splicing is: using the sarfi the data plane to recover from the failure. Even when the
number ofk backup topologies as MRC and SDN-MRCfailure radius is 150, about0% are handled locally.
the link weight perturbation function isveight (i, j) = 4) Maximal Load: Fig.[I1 shows the maximal load of the
(degree(i) + degree(j))/degreema, Wheredegreen,q,,  Splicing actions generation algorithm (Algoritiith 2), coangd
is the maximal node degree andight(i, j) ranges from to the shortest path splicing actions generation. The ebbrt
0 to 2. path splicing actions generation choose the path with the

1smsk
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1sssV|
stV
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minimal path length between a reconnection request) al. [12] studied latency between a switch and a controller
when multiple rerouting paths between them are availabded confirmed the applicability of SDN on disaster-restlien
[36]. It however does not consider the load distribution agmo WANs. Works in [26], [27] studied using SDN to meet carrier-
nodes. The results of the ML reduction are normalized basgrhde requirements and pointed out that the reactive agiproa
on the result of ILP1. From the graph, we can see that oomay not be able to achieve sub-50ms recovery. However, the
algorithm can reduce the ML. As the failure radius becomedove works did not consider the heavy controller overhead
bigger, the ML also gets bigger, which indicates that withoand the consistent packet processing problem [7], [8]. To
consider the load distribution, the load imbalance amordgnoreduce the recovery time, Sgambelleti al. [37] proposed
gets more severer. the proactive segment protection. Kamamataal. [38] gave

5) Recovery TimeFig.[12 shows the receive rate on the prototype to achieve IP fast rerouting using backup tables
Iperf client. A region failure occurred between the Ipenfvee via autonomous OpenFlow controllers. The proposed pnaacti
and client at 0.3s. Packets can not be handled locally bgcovery can significantly reduce the recovery time. But, in
backup tables, thus are sent to the controller. The recaiee rface of region failure scenarios, the performance may be
on the client did have a sharp reduction at 0.3s, but it re®alve significantly decreased since the flexibility of SDN's glbba
very fast after about 10ms. The recovery time in real scesariiew is not used.
differs, which depends largely on the round trip time betwee

a switch and a controller. VI. CONCLUSION
In this paper, we propose a SDN based architecture to
V. RELATED WORK enhance the reliability of network against disaster fatuiwe

There are limited number of recent papers focusing gmopose our algorithms for geographic-based backup tepolo
leveraging SDN for large-scale regional failures. Nguyn gies generation and splicing considering the laod distiobu
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among nodes, and implement our approach by utilizing muis]
tiple tables pipeline processing and fast failover groupes
of OpenFlow. Experiments show that, by well pre-designqgg]
backup topologies protection, our fast restoration apgrean
efficiently use the redundancy to achieve high reachalaitity
low stretch with low controller overhead. The load disttiba

after a regional is more even, compared to the previousisglic

algorithm in [36].
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