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   Dear editor,
This  letter  presents  a  user  study  to  explore  the  effectiveness  of

gesture  interaction  in  driver  assistance  system  (DAS).  Distracted
driving is a specific form of driver inattention and distraction occurs
when  the  drivers’ attention  is  diverted  from  the  driving  to  other
activities.  According  to  the  report  of  the  National  Highway  Traffic
Safety  Administration  [1],  distracted  driving  is  responsible  for  15%
of  all  motor  vehicle  accidents  in  USA,  resulting  in  3142  traffic
fatalities  and  an  estimated  additional 424  000 people  injured  in
motor-vehicle crashes in 2019 alone.

In-vehicle  secondary  tasks,  such  as  answering  the  cell  phone  and
adjusting the audio volume, are one of the main causes of the drivers’
visual  distractions  and  are  responsible  for  25% (no  passengers)  to
40% (with  passengers)  visual  distractions  [2].  Therefore,  more
considerations and carefulness are necessary when designing driver-
operated human machine interfaces (HMIs). “Eyes on the road, hands
on the wheel” is a crucial principle to be considered when designing
the  interface  for  DAS.  Currently,  the  touch  screen  is  the  main
interface  of  the  auxiliary  control  in  the  car  as  a  result  of  the
popularity of smart mobile devices and the wide acceptance of touch-
screen-based interactions [3]. However, such interfaces are inherently
visually distracting because the driver needs to keep an eye on where
they touch.

To  this  end,  a  promising  solution  that  can  provide  less  visual
distraction to in-vehicle interface is that of micro gesture interaction.
The  micro  gesture  involves  a  micro-motion  with  minimized  hand
actions,  allowing users to make any gestures that they want without
paying  extra  attention  to  their  hands.  Compared  with  touch-based
gestures  and  air  gestures,  micro  gestures  enable  the  drivers  to  keep
attention on more important tasks due to the much shorter distance of
the hand movement. So, micro gesture interaction is a very promising
approach consistent with the design principle.

In  this  letter  we  set  up  an  immersive  virtual  reality  driving
environment to simulate real driving conditions with unity and HTC
VIVE  PRO  headsets.  A  driving  test  was  conducted  where  20
participants  were  asked  to  interact  with  the  in-vehicle  infotainment
system  using  air  gestures,  micro  gestures  and  a  touch  screen,
respectively.  Such performance-related metrics as driving efficiency
and subjective load from the drivers were collected and analyzed in
this study. During the experiments, the eye-tracking technology was
also  adopted  to  collect  users’ gaze  points  which  can  indicate  the
driving attention. Our results show that micro gesture interaction has
great potential in the design of the interface of DAS.

Related  work: The  voice  interaction  interface  is  a  more  natural
method  with  handless  and  eyeless  interactions.  As  voice  interaction

is  in  line  with  human  interaction  habits,  and  the  feedback  is  very
clear,  it  is  one  of  the  most  popular  in-vehicle  interfaces.  However,
the  audio  signals  can  be  easily  affected  by  the  environment  noise,
especially  in  a  noisy  environment  [4],  indicating  that  the  voice
interaction  has  some limitations  for  the  in-vehicle  scenes.  Recently,
gesture  capture  devices  such  as  Kinect  [5]  and  Leap  Motion
Controller [6] have been widely used for gesture interaction because
of  their  advantages  such  as  high  accuracy  and  small  size.  Using
gestures  as  the  input  has  also  been  explored  in  the  automotive
industry [7]. Many studies on gesture interaction have found that the
evaluation  score  of  the  gesture  interface  is  higher  than  that  of
traditional  control  methods,  indicating  that  drivers  prefer  to  use
gesture  interaction  [8].  However,  the  main  disadvantage  of  the  in-
vehicle  gesture  interface  is  the  interference  of  large-scale  hand
movements  with  the  ongoing  driving  behavior.  Lack  of  adequate
feedback  also  creates  more  visual  distraction  for  the  driver,  which
lowers  the  satisfaction,  safety  and  usability  while  interacting  with
gestures.

It  has  been  recognized  that  micro  gestures  can  support  direct  and
subtle  interactions  [9].  With  the  increasing  applications  of  hand-
tracking and electronic devices, micro gesture interaction provides a
new  approach  to  the  interaction  design  for  portable  ubiquitous
computing.  Since  drivers  need  to  keep  their  hands  on  the  steering
wheel  as  much  as  possible  to  ensure  driving  safety  [10],  many
researchers  have  studied  micro  gesture  interaction  while  grasping.
Considering  the  great  mobility  of  hands  and  fingers,  Sharma et  al.
[11] systematically investigated the effects of grasps and object sizes
on  user-elicitation  gesture  design.  By  taking  both  the  gesture
semantics  and  action  trajectories  into  account,  Xiao  and  He  [12]
explored  how  to  use  micro  gestures  to  interact  with  the  in-vehicle
infotainment system efficiently and intuitively. Meanwhile, since ges-
ture  interaction  requires  some  extra  time  to  learn  complex  gestures
[13], the designed gestures need to be “simple” and “natural”.

Driving  environment  simulation: Our  simulated  interface
includes the cell phone and audio interfaces, which allows drivers to
manipulate  infotainment  functions  via  gestures  and  a  touch  screen.
HTC VIVE PRO headsets were used to provide an immersive virtual
reality  driving  environment  and  the  Logitech  G29  device  was
employed  for  drivers  to  complete  driving  tasks.  A  white  panel  was
placed next  to  the  steering  wheel  serving as  the  real  benchmark for
the virtual interface, which can provide proper haptic feedback when
the user is interacting with the virtual touch screen. The eye-tracking
module  in  HTC  VIVE  PRO  was  used  to  collect  drivers’ gaze
diversion  data  for  quantifying  the  driving  distraction  caused  by  the
touch and gesture interaction. The overall workflow is shown in Fig. 1.

We set up a gesture dataset according to Chan et al. [14], in which
all  gestures were designed based on human factors and ergonomics.
We conduct a user elicitation study where the participants were asked
to  choose  the  preferred  gestures  from  the  dataset  based  on  the
interaction  function.  We  also  calculate  the  agreement  rates  among
participants  and  filter  out  the  final  selected  gesture  set,  which
includes  6  air  gestures  (gestures  performed  in  the  air)  and  6  micro
gestures (gestures performed while grasping the steering wheel). Fig. 2
shows the selected gesture set and the corresponding functions.

Experiment procedure: Lane-Change-Test  [15] is  a standard ex-
periment  for  testing  driving-related  metrics,  through  which  we  can
measure how the performance of a primary task (PT) declines while a
secondary  task  (ST)  is  conducted.  The  PT was  required  to  follow a
predefined  route  on  three  lanes  at  a  fixed  speed  of  60  km/h  and
change  the  lane  according  to  the  road  signs.  During  the  ST,
participants were instructed to perform the interaction tasks through
audio instructions.

Twenty  volunteers  participated  in  the  study  (12  male,  8  female)
and they are all college students. The age of participants ranges from
22 to 30 years (Mean = 25, SD = 1.76). All participants had driving
licenses and their driving experience range from 1 to 10 years (Mean =
4, SD = 1.92).

Each  participant  was  required  to  complete  the  experiment  under
the  guidance  of  the  laboratory  assistant.  All  participants  need  to
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accomplish  the  pre-study  questionnaire  for  his/her  anonymous
information, and sign the consent form voluntarily. Then the labora-
tory assistant helped the participants to learn how to perform the air
gestures  and  micro  gestures  according  to  the  video  presentation.
Before  the  formal  experiment,  a  pre-test  practice  was  completed  to
make participants get used to the simulated driving environment and
the interaction operations. Then three groups of formal tests with air
gestures, micro gestures and touchscreen were performed in random
order.  Each  gesture  was  recorded  by  a  camera  as  a  video  for  the
further  analysis  of  the completion effect  of  the gestures.  In  order  to
make the experiment run smoothly, the Wizard of Oz [16] approach
was adopted to ensure that users can get simultaneous feedback after
the  interactive  task  was  completed.  The  experiment  procedure  is
shown in Fig. 3.

To compare the performance of the three interaction methods, both
objective  and  subjective  measurements  were  recorded  during  the
experiments.  Both  the  driving  efficacy  and  visual  attention  showed
the influence of different interaction methods on driving distraction.

All  the  data  were  automatically  recorded  in  a  log  file.  NASA  task
load  index  (NASA-TLX)  was  used  to  evaluate  the  task  load  of
participants after each trial. Nonparametric tests were adopted in the
analysis  since  the  data  did  not  pass  the  variance  homogeneity  test.
The overall p -values  were estimated using the Friedman test,  and if
significant,  the  Wilcoxon  signed-rank  test  will  be  used  to  perform
pair-wise comparisons.

Driving  efficacy: We  adopt  4  indicators  to  measure  the  driving
efficacy  of  participants  while  using  different  interaction  methods,
whose definitions are as follow:

1) Experiment  completion  time:  The  total  time  between  the
participant starting the experiment and crossing the finish line.

2) Task completion time: The completion time of each interaction
task,  from the  beginning  of  the  interactive  instruction  to  the  end  of
the interactive operation by each participant.

3) Task completion rate: The average completion rate of each task.
4) Driving  errors:  Vehicle  collisions  and  lane-changing  errors

during the experiment.
Fig. 4 shows  that  the  experiment  completion  time  of  touch

interaction  (M  =  537.83,  SD  =  51.14)  was  longer  than  that  of  air
gesture  interaction  (M  =  490.86,  SD  =  45.73)  and  micro  gesture
interaction (M = 472.32, SD = 49.84) in all tasks. Fig. 4(c) shows the
difference in  the  completion time among the  three  interactive  tasks,
and  it  can  be  seen  from Fig. 4 (c)  that  for  each  interaction  task,  the
completion time of micro gesture interaction (M = 3.78, SD = 0.17)
is  shorter  than that  of  air  gesture interaction (M = 4.47,  SD = 0.31)
and touch interaction (M = 5.63, SD = 0.39), which means that micro
gesture interaction has smaller distraction with the driver. In addition,
compared with other interaction tasks, the “adjust the volume” tasks
(including “ Volume  up” and  “ Volume  down”)  take  more  time  to
complete.  Some  participants  reported  that  it  was  caused  by  the
operational  inertia,  while  others  reported  that  it  was  caused  by  the
fact that they hoped to get more obvious auditory feedback.

Another  phenomenon  observed  from  this  experiment  was  that
sometimes participants did not perform interaction or perform it later
when  they  were  changing  lanes  or  turning,  whose  reason  was
explained to prevent driving accidents. To measure the impact of this
situation,  the  task  completion  rate  was  introduced  to  reflect  the
completion  effect  of  interactive  tasks.  As  shown  in Fig. 4 (b),  for
touch interaction, the task completion rate is significantly lower than
that  of  gesture  interaction  (Touch  M  =  93.06%,  SD  =  6.97%;  Air
gesture M = 99.17%, SD = 2.54%; Micro gesture M = 99.23%, SD =
2.12%; p  <  0.01),  while  the  air  gesture  interaction  has  almost  the
same task completion rate as micro gesture interaction (p = 0.214).
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Fig. 1. System workflow. When the user  is  wearing the helmet mounted display (HMD), the Leap Motion camera can capture the depth image of  the user’s
hands. At the same time, virtual objects, such as the virtual steering wheel and in-vehicle virtual interface, are created by a computer. We calibrate the position
of the virtual interface in the simulated environment with the position of the white panel in reality. Finally, the hand image and the virtual objects can be fused
into a virtual reality scene.
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Fig. 2. Gesture set and corresponding functions.
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In  addition,  the  number  of  vehicle  collisions  and  lane-changing
errors  occurred  when  performing  interactive  was  also  introduced  as
auxiliary indicators for the performance evaluation. Vehicle collision
refers  to  a  vehicle  collision  event  caused  by  driving  errors  or
interaction. The lane-changing error refers to the failure to change the
lane as directed. The statistical results are shown in Table 1. There is
no substantial difference in the number of vehicle collisions and lane-
changing errors without performing any interaction task for the three
interactive  methods.  When  participants  performed  interactive
operations, the number of vehicle collisions and lane-changing errors
increased,  indicating  that  the  interactive  operations  distracted  the
participants  from  driving.  When  participants  performed  air  gesture
interaction  and  touch  interaction,  more  errors  occurred  than  that  of

the  micro  gesture  interaction,  indicating  that  these  two  interaction
methods  have  a  greater  impact  on  participants’ driving  distraction.
Some  participants  reported  that  sometimes  they  would  ignore  the
ongoing driving operation during the interactive operation, but most
participants  would  choose  to  complete  the  interactive  task  after
completing the driving task.
 

Table 1.  Statistical Results of Vehicle Collisions and Lane-Changing Errors
(Over all 20 Participants)

Interactive
method

Vehicle
collisions

while
interacting

Vehicle
collisions
without

interacting

Lane-
changing

errors while
interacting

Lane-
changing

errors
without

interacting
Air gesture 17 10 13 6

Micro gesture 12 10 7 3

Touch 29 9 24 5
 
 

Visual attention: The eye-tracking technology of HTC VIVE PRO
was  conducted  to  collect  the  gaze  diversion  data  of  the  participants
while  driving.  We  set  up  a  safe  gaze  area  (SGA)  in  front  of  the
participants,  including the front  windshield of  the car  as well  as the
left  and  right  rearview  mirrors.  The  distribution  of  the  participants'
gaze  position  was  collected  and  the  length  of  time  (LT)  and  the
number of times (NT) when the gaze positions were not in SGA was
counted. Fig. 5 shows the LT and NT in the three test trials. In terms
of  LT,  touch  interaction  is  significantly  higher  than  air  gesture
interaction and micro gesture interaction (p < 0.05). Similarly, com-
pared  to  air  gesture  interaction  and  micro  gesture  interaction,  touch
interaction is extremely significant in terms of NT (p < 0.05). This re-
sult shows that gesture interaction is more effective than touch inte-
raction in reducing driving distraction. It can be seen from Figs. 5(a)
and 5(c)  that  there  is  no  significant  effect  between  two  gesture
interaction methods on NT (Air M = 61, SD = 6.85; Micro M = 55,
SD  =  6.36; p  =  0.24),  but  micro  gesture  interaction  shows
significance on LT (Air M = 72.86,  SD = 18.45; Micro M = 61.87,
SD  =  16.32; p  <  0.05),  which  means  that  micro  gesture  interaction
can  significantly  reduce  driving  distraction  time.  Some  participants
reported  that  when  they  performed  gestures,  they  would  use
peripheral  vision  to  observe  the  gestures.  We  speculate  that  the
operating  position  of  micro  gestures  is  closer  to  SGA,  so  the
observation time for operating micro gestures will be shorter, thereby
reducing the driving distraction.

For  each  interactive  task,  there  is  no  significant  difference  in  LT
and  NT  between  the  air  gesture  interaction  and  micro  gesture
interaction.  When  completing  the  interactive  task  of “ adjust  the
volume”, the LT and NT are higher compared with other interactive
tasks.  The  reason  is  that “ adjust  the  volume” is  a  quantitative
interactive  task.  Without  a  certain  volume  range,  the  auditory
feedback  of “ adjust  the  volume” is  not  obviously  enough,  so
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Fig. 3. Experiment  procedure.  The  participants  need  to  fill  the  pre-study  questionnaire  for  his/her  anonymous  information,  and  sign  the  consent  form
voluntarily. Before the formal experiment, a pre-test practice was completed to ensure that the participants make participants get used to the simulated driving
environment and the interaction operations. During the formal test, the participants were asked to finish both interaction task and lane changing task in three
groups of tests. The order of interaction modes in three groups of tests is random.
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Fig. 4. Driving  efficacy.  (a)  The  total  duration  of  the  experiment  in  three
interactive  modes;  (b)  The  average  completion  rate  of  each  task  in  three
interactive  modes;  (c)  The  completion  time  of  each  interactive  task  in  three
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between the two sets of data is high. “*” means that the significant difference
between the two sets of data is low.
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participants have to visually determine whether they have completed
the interactive task.

Subjective  task  load: In  our  experiments,  the  NASA-TLX  was
used to evaluate the subjective load of different interaction methods.
The  NASA-TLX  provides  an  overall  workload  score  based  on  a
weighted  average  rating  on  six  subscales:  Mental  demand  (MD),
physical  demand  (PD),  temporal  demand  (TD),  own  performance,
effort, and frustration [17]. In our experiments, the magnitude ratings
on  each  subscale  were  set  between  0  and  20.  The  overall  task  load
score  of  touch  interaction  is  higher  than  that  of  gesture  interaction
(Air  gesture:  M  =  8.27,  SD  =  3.24,  max  load  =  13.96,  min  load  =
3.61;  Micro  gesture:  M  =  7.96,  SD  =  3.04,  max  load  =  11.63,  min
load  =  3.74;  Touch:  M  =  9.64,  SD  =  2.78,  max  load  =  15.63,  min
load = 3.50). More details are shown in Fig. 6.
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Fig. 6. The average task load of each subscale in three interaction methods.
 

The results show that the three interaction methods have significant
differences  in  TD,  own  performance,  and  effort  (TD:  Air  gesture
M  =  1.236;  Micro  gesture  M=  1.174;  Touch  M  =  2.009; p  <  0.05.
Own performance: Air gesture M = 1.856; Micro gesture M = 1.912;
Touch M = 2.680; p < 0.05. Effort: Air gesture M=1.673; Micro gesture
M  =  1.129;  Touch  M  =  2.352; p  <  0.05).  Regarding  the  TD,  the
participants  stated  that  more  visual  attention  was  required  in  touch
interaction  when  looking  for  the  buttons  to  be  operated  with.
Regarding  the  own  performance,  some  participants  reported  that
there  were  more  problems  with  driving  when  using  the  touch
interaction, and sometimes they were not satisfied with their perfor-
mance.  As  for  the  difference  in  terms  of  effort,  some  participants
explained that they had to pay more attention to the touch screen as
more visual attention was distracted.

Conclusions: We  conducted  a  user  study  to  explore  the  effecti-
veness of gesture interaction in driver assistance systems via virtual
reality to effectively reduce driving distraction. An immersive virtual
reality driving environment based on users’ driving habits  was built
up  which  fulfilled  task  requirements.  Twenty  participants  were
required  to  use  air  gestures,  micro  gestures,  and  a  touch  screen  to

interact  with  the  in-vehicle  infotainment  system.  The  results  show
that  gesture  interaction  can  significantly  reduce  driving  distraction.
Micro  gesture  interaction  can not  only  significantly  reduce  the  time
of driving distraction, but also improve the driving efficiency and the
interaction efficiency of drivers. In addition, the overall task load rate
of micro gesture interaction is also lower than that of air gesture and
touch  interaction.  Our  results  indicate  that  gesture  interaction
methods,  especially  micro  gesture  interaction,  have  a  promising
prospect in the DAS.
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Fig. 5. Visual attention of three interaction methods. (a) Average LT of each
interaction  method;  (b)  Average  LT  of  each  task;  (c)  Average  NT  of  each
interaction method; (d) Average NT of each task.
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