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   Dear editor,
This letter identifies two weaknesses of state-of-the-art k-winners-

take-all (k-WTA) models based on recurrent neural networks (RNNs)
when  considering  time-dependent  inputs,  i.e.,  the  lagging  error  and
the  infeasibility  in  finite-time  convergence  based  on  the  Lipschitz
continuity. Specifically, in the case of time-dependent inputs, theoret-
ical analyses and simulations are conducted to illustrate that the lag-
ging  error  is  inevitable  for  the  dual  network  model  based  on  RNN.
Then, a new k-WTA model aided with RNN is constructed in this let-
ter with the ability of eliminating the lagging error. Theoretical anal-
yses  demonstrate  that  the  finite-time  convergence  of  the  existing k-
WTA models based on the Lipschitz continuity with time-dependent
inputs cannot be achieved. Besides, this letter offers a feasible solu-
tion  to  perform k -WTA  operations  with  desired  convergent  speed
efficiently and precisely.

Introduction: Deemed  as  a  competitive  neural  network,  winner-
takes-all  (WTA)  networks  gain  widespread  applications  in  various
fields. As a generalized form, k-WTA is widely applied to the mod-
elling of a competitive frame with k denoting the number of winners
[1].  For  example,  the k -WTA  network  is  leveraged  to  explore  the
evolution law of individuals in social systems [2]. A dynamic thresh-
olding k -WTA  model  owing  relatively  simple  structure  and  faster
convergent speed is presented in [3]. Moreover, an approach to com-
plete  task object  tracking of  multiple  robots  using the k-WTA strat-
egy is designed in [4].

Recurrent neural  RNN  algorithms  achieve  great  success  for  opti-
mal  online  solutions  over  the  recent  years.  For  example,  an  RNN
model with the aid of the saddle-point theorem is utilized to dispose
of  the  non-convex  optimization  problem,  which  is  applied  to  the
identification  problem  of  genetic  regulatory  networks  [5].  A  deep
RNN model is constructed to predict the residual life of the roller by
exploiting a comprehensive health indicator [6]. A gesture prediction
model based on RNN is presented and verified on social robots [7].
In a nutshell, RNN-based models demonstrate the high advantages in
processing optimization problems.

In  view of  the  feasibility  that  the k -WTA operation  can  be  trans-
formed into  a  constrained  optimization  problem,  many  RNN  algo-
rithms are investigated for online solutions of k-WTA. A series of k-
WTA models  aided  with  the  dual  neural  network  is  studied  to  deal
with the k-WTA operations [8],  [9].  The above RNN-based k-WTA
schemes  demonstrate  their  strengths  with  different  investigation
focuses. However, the lagging error is inevitable in handling k-WTA
operations with time-dependent inputs for the existing RNN-based k-
WTA models, which leads to an unsatisfactory performance. Qi et al.
[10]  introduce a robust k-WTA method with time-dependent  inputs,
which overcomes the time-lagging error for disposing k-WTA prob-
lems,  while  it  has  higher  computational  complexity  than  most  of

existing k -WTA  models.  This  letter  constructs  a  simplified  RNN-
based k -WTA  model  which  is  capable  of  eliminating  the  lagging
error.  Furthermore,  theoretical  analyses  and  simulative  results  are
provided to verify the validity of the constructed RNN-based k-WTA
model.  It  is  worth  noting  that,  the  existing  models,  including  the
model  constructed  in  this  letter,  are  not  feasible  in  terms  of  finite-
time convergence based on the Lipschitz continuity with time-depen-
dent inputs.

.

This letter analyzes weaknesses of the existing RNN-based k-WTA
models  employed  for  the k -WTA  operations  with  time-dependent
inputs. Then, a new RNN-based k-WTA model which can be used in
the  competitive  coordination  of  a  multi-robot  system  [11]−[13]  is
constructed  with  lagging  errors  conquered.  Moreover,  a  feasible
replacement is provided to achieve the finite-time convergence of the
RNN-based k -WTA  models  in  conducting  the  time-dependent k-
WTA operations

Preliminary: The mathematical expression for the k-WTA opera-
tions is formulated as
 

yi = f (xi) =
{

1, if xi ∈
{
k largest elements of x

}
0, otherwise (1)

xi yi i
x y k

y

where  and  represent the th element of the corresponding inputs
 and outputs  of the system, respectively;  signifies the number of

selected winners from . According to [8]−[10], (1) is converted into
a quadratic programming problem
 

min δyT (t) y (t)− xT (t) y (t)

s.t. βT y (t) = k
0 ≤ yi (t) ≤ 1, i = 1,2, . . . ,m (2)

β = [1;1; . . . ;1] ∈ Rm m
δ ≤

(x̄k( t)− x̄k+1(t ))/2
x̄k (t) x̄k+1 (t)

k (k+1)

where   and   denotes  the  dimension  of  the k-
WTA  system;  the  superscript T  is  the  transpose  operation; 

 is a positive scalar to guarantee the existence and
uniqueness  of  convex  solutions,  in  which  and   denote
the th and th largest values of inputs, respectively [14].

Dual-network-based k -WTA  model: The  dual-network-based k-
WTA model in [8] is utilized to prove the lagging error in the time-
dependent case. It is described as
 

State equation u̇ (t) = γ (−Du (t)+A(Du (t)−u (t)+ ϵ)− ϵ)
Output equation y (t) =Du (t)+ ϵ (3)
γ > 0 D = (I−ββT /m)/δ u (t) ∈ Rm

ϵ =Dx (t)+ kβ/m A (·)
where  represents  a  coefficient; ; 
is the state vector; ;  is described as
 

A (e) =


1, if e > 1

e, if 0 ≤ e ≤ 1

0, if e < 0.

Theorem  1:  With  time-dependent  inputs,  the  lagging  error  is
inevitable when performing the k-WTA operations with the dual-net-
work-based k-WTA model (3).

Proof:  In  order  to  explore  the  convergence  of  the  dual-network-
based k-WTA (3), an auxiliary Lyapunov function is constructed as
 

L (t) = ∥Mς (t)∥22/2 ≥ 0

∥ · ∥2 ς (t) = u (t)− û (t)
û (t)

t M M2 = υ (I+D)
υ = 1/γ L (t)

where  denotes  the  Euclid  norm;  signifies  the
residual  error  with  representing  the  equilibrium  point  at  time
instant ;  is a symmetric positive matrix and  with

. Computing the time derivative of  leads to
 

L̇ (t) = ςT (t)M2
(
u̇ (t)− ˙̂u (t)

)
= ςT (t)υ (I+D) u̇ (t)−ςT (t)υ (I+D) ˙̂u (t) . (4)

Combining (4) with (3) generates
 

L̇ (t) = ςT (t) (I+D)S−ςT (t)υ (I+D) ˙̂u (t)
S = −Du (t)+A (Du (t)−u (t)+ ϵ)− ϵ ∥ ˙̂u (t)∥2 ≤ η

η
where .  Defining 
with  expressing a positive factor, we have
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L̇ (t) ≤ ςT (t) (I+D)S+ηυ∥ςT (t) (I+D)∥2.
By leveraging the known inference stated in [15] that

 

ςT (t)S+STDς (t) ≤ −∥S∥22−ς
T (t)Dς (t) ≤ 0

it is further obtained
 

L̇ (t) ≤ −∥S∥22 −ς
T (t)Dς (t)+ηυ∥ςT (t) (I+D)∥2

≤ −∥−Du (t)+A(Du (t)−u (t)+ ϵ)− ϵ∥22
−ςT (t)Dς (t)+ηυ∥ςT (t) (I+D)∥2. (5)

Γ̂
∥−Du (t) + A(Du (t) − u (t) + ϵ)− ϵ∥22 ≥

Γ̂∥ς (t)∥22

There  is  bound  to  exist  a  situation  that  a  positive  coefficient 
could  be  found  to  propel

. Hence, (5) is reformulated as
 

L̇ (t) ≤ − Γ̂∥ς (t)∥22 −ς
T (t)Dς (t)+ηυ∥ςT (t) (I+D)∥2

≤ − Γ̂∥ς (t)∥22 +λ1∥ς (t)∥22 +ηυ∥ς (t)∥2 +ηυλ2∥ς (t)∥2
= ∥ς (t)∥2

(
(λ1 − Γ̂)∥ς (t)∥2 +ηυ(1+λ2)

)
(6)

λ1 λ2 D

ς (t)

(λ1 − Γ̂)∥ς (t)∥2+
ηυ(1+λ2)

of which the minimal eigenvalue  and the maximum one  of 
are applied in (6) for simplification. Then, the analysis of the conver-
gence of  generated by the dual-network-based k-WTA model (3)
for  performing  the k -WTA  operations  exploiting  the  Lyapunov
theory  is  equivalent  to  discussing  the  value  of 

.
λ1 ≥ Γ̂ (λ1 − Γ̂)∥ς (t)∥2 +ηυ (1+λ2) > 0

ς (t) L̇ (t) > 0 ς (t)
1) :  holds invariably for all

cases of error . One readily has , which means that 
is of divergence.
λ1 < Γ̂2) : There exist two possible conditions with
(λ1 − Γ̂)∥ς (t)∥2 +ηυ (1+λ2) > 0 ∥ς (t)∥2 < ηυ (1+λ2)/(̂Γ−

λ1) L̇ (t) > 0 ς (t)
∥ς (t)∥2 = ηυ (1+λ2)/(̂Γ−λ1)

a)  for  
.  One has ,  which means that  is  of divergence until

.
(λ1 − Γ̂)∥ς (t)∥2ηυ (1+λ2) ≤ 0 ∥ς (t)∥2 ≥ ηυ (1+λ2)/(̂Γ−λ1)
L̇ (t) ≤ 0 ς (t)

∥ς (t)∥2 = ηυ (1+λ2)/(̂Γ−λ1)

b)  for  .
We have ,  which indicates that  is  of convergence until

.
λ1 ≥ Γ̂ ς (t)

λ1 < Γ̂ ς (t)
ηυ (1+λ2)/(̂Γ−λ1)

In  a  nutshell,  for  the  first  case  with ,  diverges  all  the
time;  for  the  second  case  with ,  goes  to  a  bound

.  Hence,  the  dual-network-based k -WTA  model
(3) is of less efficiency in performing the k-WTA operations (2). ■

In  the  ensuing  part,  a  new  RNN-based k -WTA model  is  con-
structed  to  remedy  the  lagging  errors  of  the  existing  models  with
time-dependent inputs considered.

φ̇ (t) = −γφ (t)
φ (t) = Wz (t)−ρ (t)

New  RNN-based k -WTA  model: A  new k -WTA  mathematical
model  applies  the  RNN-based  dynamic  formula  with

  denoting  the  error  function  of  the k -WTA sys-
tem to process the k-WTA operations (2)
 

W ż (t) = ρ̇ (t)−Ẇz (t)−γ (Wz (t)−ρ (t)) (7)
γ > 0 z (t) = [y (t) ;ψ (t) ;θ (t)] ∈ Rm+n+1

ψ (t) ∈ R θ (t) ∈ Rn

n = 2m W = [2δIm×mβET (t) ;
βT 00;−E (t)0In×n] ∈ R(m+n+1)×(m+n+1) E (t) = [Im×m;−Im×m] ∈
Rn×m ρ (t) =

[
x(t) ;k;ρ3 (t)

] ∈ Rm+n+1 ρ3 (t) = − } (t)+√
ζ (t)◦ ζ (t)+θ (t)◦θ (t)+σ } (t) = [β;0

] ∈ Rn ζ (t) = } (t)−
E (t) y (t) σ→ 0+ ∈ Rn

where ;  are the decision variable
and  output  of  the  model  where  and   are  Lagran-
gian  multipliers  with ; inertia  matrix  

  with  
;  and  

 where  ; 
 and .

φ (t)
0

Theorem  2:  The  error  function  of  the  RNN-based k-WTA
model (7) globally and exponentially converges to .

φ (t) = φ (0)exp(−γt) φ (0)

0

Proof: According to the general solution form of the first-order dif-
ferential equation, the error function solution of the k-WTA system is

 with  denoting the initial value of the sys-
tem error. It is easy to conclude that the error function of the RNN-
based k-WTA model  (7)  globally and exponentially converges to .

■
In terms of finite-time convergence, there exist many kinds of tech-

niques dedicated to research on it [16]. However, finite-time conver-
gence  based  on  the  Lipschitz  continuity  for  the k -WTA  operations
with  time-dependent  inputs  may  be  impractical.  The  discussion  on
the  convergent  time  to  steady-state  outputs  of  the  RNN-based k-
WTA model (7) is set forth below.

Theorem 3: The finite-time convergence is realized by exploiting a

specific type of activation function. Nonetheless, these series of acti-
vation functions do not satisfy the Lipschitz condition and thus fail in
being implemented in practice.

f (x) Q
χ > 0 ∈ R x1, x2 ∈ Q

Proof: The function  is Lipschitz continuous in the domain ,
if there exists  such that for any , one has
 

∥ f (x1)− f (x2)∥2 ≤ χ∥x1 − x2∥2. (8)

χ

As  a  consequence,  the  function  satisfies  Lipschitz  continuity,
assuring the existence and uniqueness of the solution to the optimiza-
tion problem, and limiting the change rate of the function to a value
less than the Lipschitz constant .

The existing activation functions utilized to achieve the finite-time
convergence property in RNN-based k-WTA models are provided as
follows:

Fv1 (φi) =
Φa (φi)+Φ1/a (φi)

1) The activation function presented in [16] is shown as 
 with

 

Φa (φi) =


|φi|a, if φi > 0
0, if φi = 0
−|φi|a, if φi < 0

0 < a < 1where the parameter .
2) The activation function presented in [16] is shown as

 
Fv2 (φi) = exp

(
|φi|b
)
|φi|1−bsign(φi)/b

Fv3 (φi) =
(
|φi|1−b +

1−b
b
|φi|1−2b

)
exp(|2φi|bsign(φi)/b

0 < b < 1/2 sign(φi) = 0 φi = 0
sign(φi) = φi/ |φi| φi , 0
where  factor ;  the  function  for   and

 for .

Fvi (·) (i = 1,2,3) χ

To substantiate the Lipschitz continuity with the aid of the above-
mentioned  definition,  it  is  obtained  that  the  derivative  of

 is related to . Therefore, for 1),
 

Ḟν1 (φi) =


aφi

a−1 + 1
aφi

1/a−1, if φi > 0
0, if φi = 0
a(−φ)i

a−1 + 1
a (−φ)i

1/a−1, if φi < 0.

0 < a < 1 φi
0+ 0− Ḟν1 (φi)

χ

It  is  evident  that  for ,  when the residual  error  tends to
zero (either to  or ),  would go to infinity, which mani-
fests that  no constant  is able to be determined to satisfy the Lips-
chitz  condition  and  then  the  activation  function  does  not  fulfil  the
Lipschitz continuity. Further, for 2),
 

Ḟν2 (φi) =


exp
(
φi

b
)
+ 1−b

b exp
(
φi

b
)
φi
−b, if φi > 0

0, if φi = 0
−exp

(
(−φi)

b
)
− 1−b

b exp
(
(−φi)b

)
(−φi)

−b, if φi < 0.

and 

Ḟν3 (φi) =

(
(1−b)φ−b

i +
(1−b)(1−2b)

b φ−2b
i

)
exp
(
2φb

i

)
/b

+
(
b2bexp(2φi

b)+2b(1−b)φ−b
i exp(2φb

i )
)
/b, if φi > 0

0, if φi = 0(
1−b

b (−φ)i
−b +

(1−b)(1−2b)
b2 (−φ)i

−2b
)
exp
(
(−2φi)

b
)

−2bexp
(
(−2φi)

b
)
+2b 1−b

b (−φi)−bexp
(
(−2φi)

b
)
, if φi < 0.

For the above two activation functions,  it  is  derived similarly that
they do not satisfy the requirement of the Lipschitz continuity. Thus,
implementing  the  models  equipped  with  these  types  of  activation
functions with finite-time convergence is extremely difficult or even
impossible in practice. ■

Feasible replacement to the finite-time convergence: The abso-
lute  zero  error,  i.e.,  a  completely  exact  solution  is  non-existent  on
account  of  the  environmental  disturbance  and  hardware  errors,  and
the  most  desirable  result  is  to  obtain  an  optimal  solution  with  the
expected precision in the preset time.

φ (t)
10−6 0

γ
γ

4/γ |φi (t)| 1.85% |φi (0)|
∀i ∈ [1,m+n+1] γ = 400 |φi (t)|
0.0185× |φi (0)| t = 0.01 4.25×10−18 × |φi (0)|

Generally,  achieving  the  result  that  the  residual  error  con-
verges to a predefined tiny value (e.g.,  which is larger than ) in
any short  time requires a  sufficiently large .  In addition,  under the
condition that the proportional coefficient  is sufficiently large, after
the time period of  s,  would be less than  of ,

. In other words, for ,  is no more than
 at   s,  and  less  than  at
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t = 0.1 s
4.25×10−18 × |φi (0)| t = 0.1

.  This  means  that,  when  the  residual  error  is  less  than
 at  s, the steady-state outputs of the RNN-

based k-WTA model (7) are obtained and hold at each time instant.

γ
x (t) = −sin(2π( t+0.8(i−1))) (i = 1,2,3,4) δ = 0.001

k = 2

γ = 1

γ

γ

Experiments: A group of four sine signals as inputs of the k-WTA
system are employed to demonstrate the results of the dual-network-
based k-WTA model (3) and the RNN-based k-WTA model (7) with
different .  In  simulations,  the  sinusoidal  functions  are  set  as

;  and  the  sele-
cted  winners .  Evidently,  in Figs. 1 (a)  and 1 (b),  the  dual-net-
work-based k-WTA model makes a wrong selection for the winners.
Compared with Fig. 1(a), when , results in Fig. 2(a) are consis-
tent  with  the  demonstration  of  Theorem  3  that  the  RNN-based k-
WTA model is exponentially convergent. According to Figs. 1(c) and
1(d),  the  dual-network-based k -WTA  model  (3)  shows  the  accurate
selection  of  time-dependent  inputs  by  increasing  the  coefficient .
However, there are noticeable prickles and vibrations that can gener-
ate unacceptable errors and even select wrong winners. Significantly,
as  demonstrated  in Fig. 2 ,  with  different ,  the  RNN-based k-WTA
model (7) is capable of accurately and effectively selecting the win-
ners in the time-dependent k-WTA system.

Conclusions: This letter  has analyzed the limitations of the exist-
ing  RNN-based  models  for  executing  the k -WTA  operations  with
time-dependent  inputs  considered.  Then,  theoretical  analyses  and
simulative results have provided that the dual-network-based k-WTA

model  (3)  is  inefficient  in  eliminating  the  lagging  error  for  dealing
with the k-WTA operations with time-dependent inputs. In addition,
the infeasibility of the RNN-based k-WTA models on the finite-time
convergence  based  on  the  Lipschitz  continuity  has  been  verified
through  theoretical  analyses,  and  feasible  alternatives  are  provided.
This letter has raised a new RNN-based k-WTA model (7) that makes
up the deficiency of the dual-network-based k-WTA model. Theoreti-
cal analyses have shown that the feasibility of the new RNN-based k-
WTA  model  when  handling  the k -WTA  operations  considering  the
time-dependent inputs.
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Fig. 1. Inputs and outputs of dual-network-based k-WTA model (3) with dif-
ferent . (a) ; (b) ; (c) ; (d) .
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Fig. 2. Inputs and outputs of RNN-based k-WTA model (7) with different .
(a) ; (b) ; (c) ; (d) .
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