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   Dear Editor,
Task allocation strategies are important in multi-robot systems and

have been intensely investigated by researchers because they are crit-
ical  in  determining  the  performance  of  the  system.  In  this  letter,  a
novel competition-based coordination model is proposed to solve the
multi-robot  task  allocation  problem  and  applied  to  a  multi-robot
object  tracking  scenario.  Both  local  and  global  stability  of  the  pro-
posed  model  are  theoretically  analyzed,  and  simulations  are  imple-
mented to demonstrate the effectiveness of the proposed model.

Introduction: With  the  advance  in  technology,  robots  are
deployed  in  more  and  more  scenarios  in  place  of  human  beings  as
they can provide more accurate and consistent working performance
than human. Different from a traditional single robot system, a multi-
robot  system  consists  of  a  number  of  robots  that  act  cooperatively
with  each  other  to  achieve  a  set  of  given  tasks  [1],  [2].  Due  to  the
facts  that  multi-robot  systems  are  robust  and  can  accomplish  tasks
that are inefficient or impossible for single-robot systems to perform,
multi-robot systems have been a hot studied field since the early days
of robotic researches.

How  to  allocate  tasks  among  a  group  of  robots,  which  is  also
termed  multi-robot  task  allocation  (MRTA)  problem,  is  crucial  in
designing  an  effective  and  efficient  multi-robot  system  [3].  Among
all  other  methodologies,  nature-inspired  design  algorithms  are
actively applied in the research field of task allocation in multi-robot
systems.  In  [4],  an  ant  colony  optimization  scheme  is  developed  to
distribute a  set  of  robot  among different  geographical  points  to  per-
form various tasks. Wu et al. [5] propose a hybrid method of market-
based  allocation  mechanism  and  Gini  coefficient-based  scheme  to
deal  with  the  tasks  assignment  problem  in  a  multi-robot  system,
obtaining the goal of maximizing the number of tasks completed and
minimizing  the  energy  resource  consumed  at  the  same  time.  Wu
et al. propose an algorithm combined with particle swarm optimiza-
tion and reinforcement learning in [6] to determine the real-time res-
cue assignment strategy for multiple underwater autonomous vehicle
systems  in  complex  environments.  It  is  worth  noting  that  these
nature-inspired  heuristic  methods  often  involve  the  shortcoming  of
time consumption due to the fact a lot rounds of iteration are needed
before the solution converges. When dealing with time-critical appli-
cation scenarios such as moving object tracking, more efficient algo-
rithms are demanded.

Winner-take-all  (WTA)  competition  refers  to  a  phenomenon  that
members  of  a  group  compete  with  one  another  for  activation,  and
only  the  one  with  the  most  prominent  input  wins  to  be  activated
while  the  rest  ones  lose  and  stay  deactivated.  Inspired  by  this  phe-

nomenon, an algorithm named WTA is proposed to pick the maxima
from all the inputs. A more general form of WTA algorithm is called
k-winner-tall-all  (k-WTA)  [7],  [8],  which  selects k largest  values
from a group of inputs. As the WTA model is computationally pow-
erful and can generate useful functions needed in many applications,
many  models  have  been  proposed  by  researchers  to  produce  the
WTA competition. A WTA network named Maxnet is constructed in
[9] to deal with pattern classification problems. An alternative neural
network  based  on  Hopfield  network  topology  is  proposed  as  WTA
functions in [10]. Yu et al. [11] propose a WTA circuit to model the
inference  process  of  hidden  Markov  models  (HMMs)  with  time-
invariant variables and suggest that the logarithm of posterior proba-
bility  of  the  hidden  variable  could  be  encoded  by  the  membrane
potential of each neuron in the WTA circuit, and the posterior proba-
bility  of  HMM  is  proportional  to  the  neural  firing  rate.  In  [12],  a
Lotka-Volterra type network is utilized to implement WTA competi-
tion. Recurrent neural networks, inspired by their successful applica-
tions in various fields, are used to investigate the WTA competition
in [13]–[16]. Liu and Wang [17] prove that the WTA problem can be
formulated  as  an  optimization  problem,  and  the  result  could  be
deduced  by  solving  such  optimization  problems.  It  is  worth  noting
that  all  these  models  mentioned  above  are  continuous  models,  but
discrete-time models are preferred when implemented on digital plat-
forms.

In  this  letter,  a  novel  discrete  competition-based  coordination
model  is  proposed  to  generate  the  WTA  behaviour  and  applied  to
handle the task allocation problem in a multi-robot system, which is
engaged in moving object capturing activity. During the process, all
robots compete with each other, and only the most suitable one gets
activated  to  chase  the  target  while  all  the  other  non-selected  robots
stay  still  for  vigilance.  Merits  of  the  proposed  model  are  simplicity
and can be readily implemented. This letter’s contributions are listed
as follows:

1) A competition-based discrete task allocation model is proposed
and  implemented  in  behaviour  coordination  scheme  among  a  set  of
robots to track a moving target. The model enjoys the merit of struc-
ture simplicity and is fit for real-time applications.

2)  The  proposed  model’s  stability  and  convergence  property  are
theoretically proved.

3)  Simulations  of  task allocation in  a  multi-robot  system are  con-
ducted  to  demonstrate  the  feasibility  and  effectiveness  of  the  pro-
posed model.

Problem  formulation: Firstly,  we  formulate  the  task  allocation
problem  of  a  multi-robot  system  in  the  moving-target  tracking  sce-
nario  as  follows.  A  competition-based  behaviour  coordination  algo-
rithm  is  designed  for  a  group  of n robots,  such  that  only  the  most
appropriate  robot  is  selected  and  entrusted  with  the  task  to  capture
the target capturing and all the other robots stay put on guard.
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Suppose at  the time instance k,  the state of  a group of n robots is
, the input of the WTA network is 

 with  for ,  the  output  of  the  WTA net-
work is , then the dynamics of competition-
based  coordination  model  for  the  multi-robot  system can  be  formu-
lated as follows:
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The above states equation (1) can be concisely transformed into the
following:
 

S k+1 = Diag(Uk)Ok

Ok+1 = S k/∥S k∥2 (2)
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where  is  a  matrix  transformation  with 
; I is  the  identity  matrix;  is  an  all-ones  vector  with

;  is the Euclidean norm of vector .
Local and global stability analyses: In this section, the local and

global  stability  of  the  competition-based  coordination  model  for
multi-robot  system (1)  are  theoretically  analysed and with regard to
the local stability of system (1), the following theorems can be given.
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Theorem  1:  The  dynamics  of  the  competition-based  coordination
model  for  multi-robot  system (1)  is  locally  stable  at  point 

,  where  with  being  the ith
input  of  the  dynamic  system,  and  is  a  basis  vector  of  the  form

 with only the  the element  being 1
and all other elements being 0. What is more, the dynamic system (1)
is locally unstable at points  with .

(s∗,o∗) = ±(uibi,bi) ui
bi RT

Proof:  We  first  begin  with  proving  that  the  competition-based
coordination  model  for  multi-robot  system (1)  is  in  the  equilibrium
state  at  points  where  is  the ith  input  of  the
dynamic  system,  and  is  a  basis  vector  in  space  with  the ith
equity being 1 and all others being 0.

(s∗,o∗)As point  is an equilibrium point, from system (2), we may
have
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where , ,  and

 are the state vector, output vector and input
vector of dynamic system (2), respectively. Substitute (4) into (3), we
can have
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which can be rearranged as
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Expand (6) into matrix form, we have

 
u1

u2
. . .

un




s1
s2
...

sn

 =
√

(s1)2 + (s2)2 + ...+ (sn)2


s1
s2
...

sn

 .
(7)

S ∗ =
±[0, . . . ,0,ui,0, . . . ,0]T = ±uibi i = 1,2, . . . ,n

(S ∗,O∗) = ±(uibi,bi)

From  the  above  equation,  it  can  be  easily  deduced  that 
 for  are  the  solutions  of

(6),  which  means  that  points  are  the  equilib-
rium points of dynamic system (1).

Ok+1

Then,  we  proceed  with  the  local  stability  analysis  around  these
equilibrium points. Substitute (3) into (4), we have the evolving state
equation for system output  as
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Considering  the  case  at  equilibrium  point ,  it
can be deduced that  = . So, the above (8)
can be written as
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Take  the  definition  for  into  account,  then
the th  diagonal  entity  of  the  above  matrix  is  for  any

, which means that  diagonal matrix have an eigenvalue greater
than  one.  Thereby  state  evolving  (9)  is  unstable,  which  means  that
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the  dynamic  system  (1)  is  locally  unstable  at  point 

 for any . ■
The analysis of the global stability of competition-based coordina-

tion model for multi-robot system (1) proceeds as follows.
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Theorem 2: Given the input and output vector of the competition-
based  coordination  model  for  multi-robot  system  (1)  be

 and  respectively,
suppose ,  then  the  output  for  system  (1)
converges  to  for  the case ,  and converges  to  for  the case

.
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Proof:  From (2),  the evolving dynamic equation for  output  vector
 could be written as
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By expanding (10), we get

 

Ok+1 = Diag(U)Ok/∥Diag(U)Ok∥2
= Diag2(U)Ok−1/∥Diag2(U)Ok−1∥2
= · · ·
= Diagk(U)O1/∥Diagk(U)O1∥2. (11)

Transform (10) into matrix form,
 



ok+1
1

ok+1
2
...

ok+1
n


=



(
u1

u∗j
)
k

(
u2

u∗j
)
k

. . .

(
un

u∗j
)
k



×



o1
1

o1
2
...

o1
n


/

√√ n∑
1

((
ui

u∗j
)ko1

i )2. (12)

j∗ = argmaxi=1,2,...,n(ui) ui/u j∗ < 1 i , j∗

limk→∞(ui/u j∗ )k
Note that ,  then  for ,  so for

, we have
 

lim
k→∞

(
ui

u j∗
)k =

{
0, i , j∗

1, i = j∗.
(13)

From (12), we have
 

lim
k→∞


ok+1

1
...

ok+1
n

 = lim
k→∞



(
u1

u∗j
)
k

. . .

(
un

u∗j
)
k


×


o1

1
...

o1
n

/
√√ n∑

1

lim
k→∞

((
ui

u∗j
)
k
o1

i )
2

=



0

. . .

1

. . .

0





0

...

o1
j∗

...

0


/
∥∥∥∥o1

j∗

∥∥∥∥
2
=



0

...

o1
j∗∥∥∥∥o1
j∗

∥∥∥∥
...

0


. (14)

o1
j∗/∥o

1
j∗∥2And for , we have

 

 2030 IEEE/CAA JOURNAL OF AUTOMATICA SINICA, VOL. 10, NO. 10, OCTOBER 2023



o1
j∗∥∥∥∥o1
j∗

∥∥∥∥ =


1, o1
j∗ > 0

−1, o1
j∗ < 0.

(15)

■
n = 20

τ = 0.05 s

Simulations: We first  consider  a  multi-robot  system of  20 robots
( )  to  engage  in  the  task  to  capture  a  moving  target.  The  task
allocation scheme is based on a WTA model, such that at every time
instance, only the robot that is nearest to the moving target is active
and  entrusted  with  the  task  to  capture  the  target.  The  update  time
interval for the discrete-time model is set as .

n = 5

Target  tracking  process  simulation: We  randomly  initiate  the
positions  of  all  the  robots  of  a  multi-robot  system and  the  target  in
the  simulation,  and  the  resulting  process  is  shown  in Fig. 1.  From
Fig. 1(a), it can be seen that at the beginning a robot (marked black)
which is nearest to the target is selected as the winner to pursue the
target, while all the other robots stay still.  The distance between the
target and all the robots changes as the capturing process proceeds as
shown  in Fig. 1(b).  In  one  instance Fig. 1(c),  a  new  winner  is
selected to continue with the capturing and the original winner stops.
The output of the proposed competition-based coordination model is
shown  in Fig. 1(d),  which  shows  the  process  of  selecting  new win-
ners.  A tracking process with a robot group size of 5 ( ) is also
simulated on the CoppeliaSim platform (Fig. 2),  which also demon-
strates  the  task  allocation  process  of  the  multi-robot  system  and
thereby the effectiveness of the coordination mechanism.

Conclusion: In this letter, a novel competition-based discrete-time
coordination model  has  been proposed to  solve  the  multi-robot  task
allocation problem in a multi-robot system. The simplicity of the dis-
crete-time model can be readily implemented on the digital platform.
Local and global stability of the proposed model have been theoreti-
cally analyzed. For future study, we plan to expand the WTA model
into a more general k-WTA model.
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Fig. 1. Snapshots  of  the  moving  target  tracking  process,  where  initial  posi-
tions of the moving target and robots are randomly generated. (a) Snapshot at

 s; (b) Snapshot at  s; (c) Snapshot at  s; (d) Output of the
WTA network.
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Fig. 2. Tracking process of a multi-robot system consisted of 5 Epuck robots
on the CoppeliaSim platform.
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