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    Dear Editor,
This letter proposes a new pattern matching method based on word

embedding and dynamic time warping (DTW) to identify groups of
similar  alarm  floods.  First,  alarm  messages  are  transformed  into
numeric  values  that  represent  alarms  and  also  reflect  the  relation-
ships between alarm occurrences. Then, similarities between numeri-
cally  encoded  alarm  flood  sequences  are  calculated  by  DTW  and
groups  of  similar  floods  are  identified  via  clustering.  The  effective-
ness  of  the  proposed  method  is  demonstrated  by  a  case  study  with
alarm  &  event  data  obtained  from  a  public  industrial  simulation
model.

In  large-scale  industrial  facilities,  alarm  overloading  and  alarm
flood  issues  are  major  problems  compromising  the  performance  of
alarm systems; especially, the presence of alarm floods can make an
alarm system partially or completely fail and thus lead to serious con-
sequences [1]. In the ANSI/ISA-18.2 standard [2], an alarm flood is
known as a situation that the amount of alarms exceeds the manage-
ment  capability  of  an  operator.  Motivated  by  the  fact  that  alarm
floods in historical alarm data may resemble each other and hold cer-
tain common subsequences that  imply same underlying root  causes,
pattern  matching  techniques  have  been  proposed  to  discover  the
recurring patterns among alarm flood sequences.

Existing  approaches  for  alarm  flood  pattern  matching  are  mostly
based  on  biological  sequence  alignment,  such  as  the  Smith-Water-
man  (SW)  and  Needleman-Wunsch  (NW)  algorithms  [3].  In  [4],  a
modified  SW  algorithm  was  proposed  to  detect  local  alignments
between alarm floods and tolerate the order ambiguity for alarms that
occur  almost  simultaneously.  To  improve  the  computational  effi-
ciency,  an  accelerated  alarm  flood  sequence  alignment  method  was
proposed  in  [5].  Toward  early  warning  of  alarm  floods,  a  real-time
pattern matching method was developed in [6]  to provide a  ranking
list  of  similar  historical  floods  for  operators  during  online  monitor-
ing.  Reference  [7]  formulated  a  generalized  pattern  matching
approach for comparison of alarm floods generated from several indi-
vidual facilities that are similar in architecture and functionality.

The above studies provide effective solutions for industrial practi-
tioners to identify similar alarm floods. It is noteworthy that the bio-
logical  sequence  alignment  algorithms  are  specifically  designed  to

compare  strings  of  nucleic  acid  or  protein  sequences.  Despite  that
there are differences among the alarm flood pattern matching meth-
ods  in  literature,  they  are  essentially  all  based  on  the  SW  or  NW
algorithms, and can only conduct similarity measure based on match
operations for alarms represented by textual  strings.  As a result,  the
relationships  between  alarm occurrences  are  neglected  in  the  match
operations and thus may lead to erroneous conclusions. Accordingly,
this  letter  proposes  a  new  pattern  matching  method  based  on  word
embedding and DTW to reveal  sequence similarities  between alarm
floods  from a  new perspective.  To  demonstrate  the  effectiveness  of
the proposed method, a case study is presented to make comparisons
with classical biological sequence alignment approaches based on the
alarm  &  event  data  obtained  from  a  public  industrial  simulation
model.

It  is  worth mentioning that  [7]  also adopted word processing as  a
prerequisite  step  to  process  alarm  representations  and  then  con-
ducted  pattern  matching.  There  are  three  major  differences  between
[7] and this letter: 1) Reference [7] targets at comparing alarm floods
generated from several  individual  facilities  that  are  similar  in  archi-
tecture  and  functionality,  whereas  the  purpose  of  this  study  is  to
improve the accuracy of pattern matching by taking into account the
relationships between alarm occurrences; 2) The word processing in
[7] is used to distill key words from alarm messages and reconstruct
alarm  descriptions  such  that  alarms  of  the  same  type  can  be  repre-
sented  equally,  whereas  the  word  embedding  in  this  study  trans-
forms each alarm into a  numeric vector  whose value can reflect  the
relationships  between  alarm  occurrences;  3)  The  generalized  alarm
representations are taken as individual strings in [7] and the SW algo-
rithm  is  exploited  for  alarm  flood  pattern  matching,  whereas  this
study can conduct arithmetic calculation for alarms in numeric forms
and thus takes the DTW algorithm for pattern matching.
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Problem description: Denote an alarm & event (A&E) log  col-
lected  over  a  certain  historical  time  period  by 

,  where  stands for the set of unique alarms in the alarm
system,  indicates the size of the A&E log , and j is the order of
the alarm event  in . Then, alarm floods can be identified by cal-
culating the alarm rates in a window of 10 min and comparing with
the  benchmark  thresholds  in  [2].  The  extraction  process  of  alarm
floods  can  be  found  in  [8].  An  alarm  flood  is  represented  as  a
sequence consisting of chronologically ordered alarms, i.e.,
 

F = ⟨a1,a2, . . . ,am⟩ (1)
⟨·⟩ aiwhere  represents a sequence,  denotes the ith alarm event in F,

and m indicates the length of F.
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Given  a  pair  of  flood  sequences  and  
, the objective is to correctly measure the similarity 

between  the  two  sequences,  such  that  similar  alarm  floods  can  be
identified  and  grouped.  The  most  widely  used  pattern  matching
methods are based on biological sequence alignment, such as the SW
and NW algorithms, which take alarm messages as strings in calcula-
tion and only the match operation is applied. Accordingly, alarms are
independent  from each  other  in  the  similarity  analysis  and  the  rela-
tionships between alarm occurrences are  neglected,  which may lead
to  erroneous  conclusions.  In  practice,  alarms  may hold  certain  rela-
tions.  For  instance,  the  distance  between  two  related  alarms  (e.g.,
“FI028.PVLO” and  “FI028.LOLO” )  should  be  smaller  than  that
between  two  unrelated  ones  (e.g., “FI028.PVLO”  and  “PC999.
PVBAD”). Therefore, in similarity analysis, it would be more proper
to measure the distances between alarms based on not only the alarm
tags but also their relationships in occurrences.

Motivated by the above problem, this work proposes a new frame-
work  for  pattern  matching  of  industrial  alarm floods.  The  proposed
method  includes  two  major  steps:  First,  the  textual  alarm  messages
are transformed into numeric vectors by word embedding, such that
each vector  represents  an unique alarm and its  value can reflect  the
relationships  between  alarm  occurrences;  then,  similarities  between
numerically  encoded alarm flood sequences  are  calculated by DTW
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and groups of similar alarm floods are identified via clustering.
Alarm coding by word embedding: The purpose of alarm coding

is to convert textual alarm messages into numeric vectors. Here, the
Word2Vec,  as  a  two-layer  neural  network  used  to  produce  word
embedding [9] and [10], is exploited. The input is the whole corpus
(namely, an A&E log) and the output is the set of word vectors that
represent unique alarms. In view of the sensitivity to low frequency
words,  the  skip-gram  model  in  Word2Vec  is  applied.  The  training
objective  is  to  find  word  vector  representations  of  alarms  that  help
predict background words (namely, alarms) in the A&E log.

D ak ∈ A
ηk

Given an A&E log  with N unique alarms, the kth alarm  is
represented as a binary vector , i.e.,
 

ηk = [0, . . . ,0,1,0, . . . ,0]T (2)
ηk ηk

V ∈ RN×M

vk ak ∈ A

where the length of  is N, the kth value of  is 1, and others are 0’s.
Next, each alarm is embedded into a M-dimensional real value space
based  on  a  weighting  matrix .  The  structured  representa-
tion vector  of  is given by
 

vk = VTηk. (3)
The  objective  of  training  a  Skip-gram  model  is  to  maximize  the

average log probability Φ given by [9]
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The optimization objective is further transformed to
 

maxlogΦ =max

 1
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The word vector  can be obtained iteratively based on the update
equation  with  respect  to  the  derivative  of  the  above  objective  func-
tion [10]. Then,  is utilized to encode the alarm . As a result, an
alarm  flood  sequence  is  transferred  to  the
encoded form represented by
 

F̃ = ⟨v1,v2, . . . ,vm⟩. (7)
There  are  two  key  parameters  in  alarm  encoding,  namely,  the

dimension M  of  word  vectors  and  the  context  window  size c .  A
larger  dimension M  may  better  represent  the  relationships  between
alarms,  but  would  lead  to  high  computational  cost.  Analogously,  a
large window size c  may make training of word vectors more accu-
rate, but would increase the time of training. Thus, the two parame-
ters should be properly set to ensure accuracy and computational effi-
ciency.
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Alarm  flood  similarity  analysis  based  on  DTW: Given  two
alarm flood sequences  and , their encoded vector forms are rep-
resented  by  and  .  Here,  the
DTW algorithm, as a commonly used method for similarity analysis
of temporal sequences [11], is utilized to measure the similarity score

 between  the  encoded  sequences.  The  reasons  for  choosing  the
DTW algorithm are as follows: 1) DTW is applicable to comparison
between two temporal sequences in different lengths and thus fits the
application  in  this  study;  2)  DTW  carries  out  similarity  calculation
based  on  distance  functions  (e.g.,  Euclidean  distance)  for  numeric
data,  making  it  directly  applicable  to  the  encoded  alarm  floods 
and .  Specifically,  the  alarm  flood  similarity  analysis  consists  of
four steps:

m×n Fx Fy M(i, j)
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i Fx ay
j Fy

M(i, j)
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1)  Calculation of  distance matrix:  A distance matrix M  of  dimen-
sion  is created for  and .  Each element  represents
the  distance  between the i th  alarm  in   and  j th  alarm  in  ;

 can  be  measured  by  the  Euclidean  distance  based  on  the
encoded word vectors  and  of  and , i.e.,
 

M(i, j) = (vy
j −vx

i )T (vy
j −vx

i ). (8)

Li, j

2)  Dynamic  path  warping:  Further,  the  dynamic  warping  path  is
searched based on the distance matrix M .  The shortest warping path
is  selected as the optimal warping path,  which is  found by calculat-
ing a cumulative distance matrix L with each element  given by
 

L(i, j) = M(i, j)+min {L(i−1, j),L(i, j−1),
L(i−1, j−1)} . (9)

Fx Fy
Lxy = L(m,n)

The DTW distance between two alarm flood sequences  and 
is then obtained as .

[0,1]

3) Normalization of distance measure: In order to unify the scale of
distances,  it  is  necessary  to  normalize  the  calculated  DTW distance
and convert  it  into a similarity within .  A standard distance for
sequences of different lengths is given by
 

Distxy =
Lxy√

m2 +n2
. (10)

S xyFurther, a normalized similarity score  is calculated as
 

S xy =
αDistmax −Distxy

αDistmax
(11)

Distmax
S xy

α ∈ [1,2]

where  is  the  largest  standard  distance  for  different  pairs  of
floods; α is a user defined value to ensure  neither reach zero for
the the largest standard distance, nor become too large for all  alarm
flood pairs. A reasonable choice is .

Fh, h = 1,2, . . . ,H
S ∈ RH×H

U ∈ Rn×g

4)  Clustering  of  alarm  floods:  Given  a  set  of H  sequences
,  the  similarity  score  between  each  pair  of  sequ-

ences is  calculated and accordingly a  similarity  matrix  is
obtained.  To identify the groups of similar  floods,  the spectral  clus-
tering  is  applied.  It  tries  to  learn  a  low-dimensional  representation

 (g is the number of clusters) [12] by solving
 

min
UT U=I

Tr
(
UTλU

)
(12)

Tr(·)
λ ∈ Rn×n S ∈ RH×H
where  denotes  the  trace operation, I  is  the  identity  matrix,  and

 is  the  Laplacian  graph  computed  from .  Eventu-
ally,  alarm flood sequences are clustered into g  groups;  within each
group, alarm floods hold high similarities with each other.

Case study: This section provides a case study to illustrate the pro-
posed  method.  The  vinyl  acetate  monomer  (VAM)  public  model  is
used to simulate an alarm system and generate A&E data [13]. There
are  130  alarm  flood  sequences  extracted  from  the  produced  A&E
data.  These  floods  are  associated  with  13  different  faults,  and  each
fault is related to 10 floods. The lengths of alarm floods vary, rang-
ing  from  156  to  1108.  The  proposed  pattern  matching  method  is
applied and compared with the SW and NW algorithms [3] and [4].

As aforementioned, the dimension M of word vectors and the con-
text  window size c  may affect  the pattern matching results.  Hereby,
simulations  are  conducted  to  investigate  the  influence  of  the  two
parameters.  Both M  and  c  are  set  to  change  from  1  to  10. Fig. 1
presents the average misclassification rate versus one parameter with
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Fig. 1. Effects of setting different values of M and c.
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[1,10]

M = 7
c = 5

the other one changing within . It can be observed that the mis-
classification rate tends to decrease with the increment of either M or
c.  When M  reaches  7,  the  performance  improvement  becomes
marginal.  It  is  the  same with c  when  it  reaches  5.  Thus,  and

 are used in this case study.
The alarm floods are clustered into 13 groups based on the calcu-

lated  similarity  scores.  The  clustering  results  based  on  the  spectral
clustering  are  shown  in Fig. 2 (a).  According  to  the  original  true
labels, 129 of the 130 alarm floods are correctly clustered while only
1 is misclassified (marked by “a”). It can be found that the proposed
method can effectively identify groups of similar sequences.

Additionally,  to  demonstrate  the  advantages  of  the  proposed
method,  two  commonly  used  sequence  alignment  algorithms  (SW
and  NW)  are  exploited  for  comparison.  The  clustering  results  are
shown in Figs. 2(b) and 2(c), respectively. According to the original
true labels, there were three alarm floods clustered into wrong groups
using  either  the  SW or  NW algorithm.  The  misclassified  points  are
marked  by “a”,  “b” ,  and “c” .  The  misclassification  rates  using  the
proposed  method,  SW  algorithm,  and  NW  algorithm  are  shown  in
Table 1. Comparing with the result using the proposed method, there
are  more  alarm  floods  misclassified  using  the  SW  and  NW  algo-
rithms. In conclusion, the proposed method is more effective in iden-
tifying similar sequences compared to the two classical approaches.
 

Table 1.  Misclassification Rates Using Three Different Methods

Proposed method SW NW

Misclassification rate 0.77 % 2.31 % 2.31 %
 
 

O(mn)

Analogous  to  the  SW  and  NW  algorithms,  the  proposed  method
has a relative high computational complexity, which is described by

 for pairwise comparison (m and n  denote the lengths of two
floods). In this case study, the total computational time for 130 alarm
floods  using  the  proposed  method  is 2051  s  on  a  computer  with  a
2.10  GHz CPU.  Therefore,  the  proposed  method  might  not  be  suit-
able in scenarios requiring fast computation, e.g., querying an online
sequence  in  a  large  database.  Even  so,  the  proposed  method  is  still
applicable in most cases, especially the offline analysis.

Conclusion: In  this  letter,  a  new  pattern  matching  method  for
alarm flood sequences was proposed based on word embedding and
DTW. Through word embedding, alarm messages were encoded into
word  vectors  that  represented  unique  alarms  and  reflected  the  rela-
tionships between alarm occurrences.  Then,  groups of similar  alarm
foods were detected by DTW and spectral clustering. The effective-
ness of the proposed method was verified by comparing with classi-
cal biological sequence alignment approaches based on the A&E data
produced using a public simulation model.
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Fig. 2. The clustering results obtained using the proposed method, the SW algorithm, and the NW algorithm.
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