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Dear Editor,

This  letter  proposes  a  robust  distributed  model  predictive  control
(MPC)  strategy  for  formation  tracking  of  a  group  of  wheeled  vehi-
cles  subject  to  constraints  and  disturbances.  Formation  control  has
attracted  significant  interest  because  of  its  applications  in  searching
and  exploration  [1],  [2].  The  objective  of  formation  tracking  is  to
achieve  the  reference  formation  via  interactions  among  agents.  In
formation tracking, MPC can be applied to treat constrains. In [3], by
sharing  predictive  information  with  neighbors,  each  agent  uses  dis-
tributed MPC strategy to generate the desired trajectory without any
collision.  Based on the leader-follower  structure,  a  distributed MPC
is proposed in [4] to mitigate effects caused by replay attacks. In [5],
distributed MPC is applied to optimize energy scheduling.

Nonholonomic  systems  refer  to  those  with  non-integrable  con-
straints [6]. For wheeled vehicles, side-slip is un-permitted, and this
constraint is non-integrable. Besides, control constraints and external
disturbance  are  suggested  to  be  considered  in  kinematics  of  non-
holonomic  systems.  A  disturbance  observer-based  MPC  strategy  is
designed  in  [7]  to  estimate  unknown  disturbances.  A  velocity  inte-
gral  controller  incorporated  in  MPC is  proposed  in  [8]  to  guarantee
the formation control. Two robust MPC strategies are proposed in [9]
for a unicycle robot to track its reference trajectory, where the forma-
tion with communications is not considered.

,Inspired by [9]  a robust distributed MPC for formation tracking of
the  non-holonomic  multi-vehicle  systems  is  proposed  in  this  letter.
Subject  to  the  input  constraint  and  external  bounded  disturbances,
each vehicle tracks a virtual time-varying trajectory generated by the
virtual structure approach, and exchanges information to achieve the
formation.  Main  contributions  include:  1)  A  modified  robust  con-
straint is designed to guarantee feasibility in case of bounded distur-
bances, and a novel positive invariant terminal set and auxiliary con-
trol  are  designed  for  individual  vehicles  to  guarantee  stability;  2)
Coupling  costs  in  individual  optimizations  are  proposed  for  forma-
tion tracking.

Problem statement: Consider multi-vehicle systems
 

żi(t) = [vi(t)cosθi(t),vi(t) sinθi(t),ωi(t)]T + [nT
i (t),0]T (1)

zi(t) ≜ [pi(t)T , θi(t)]T ui(t) ≜ [vi(t),ωi(t)]T

pi(t) ≜
[
xi(t),yi(t)

]T
vi(t) ωi(t)
θi(t)

where  and  denote the state
and control of individual vehicles;  represents the
position  of  each  vehicle  in  the  inertial  frame;  and  denote
the linear and angular velocities, respectively;  denotes the orien-
tation of each vehicle.

ni(t) ≜ [nxi(t),nyi(t)]T

∥ni(t)∥ ≤ η
ui(t) ∈ Ui = {ui(t)∥ |vi(t)| ≤ vmax, |ωi(t)| ≤ ωmax} , vmax

ωmax

Since the disturbance is mainly induced by side-slip,  position dis-
turbance  is  considered  and  the  angular  velocity  disturbance  is
neglected  in  this  paper.  is  the  external  distur-
bance  and  it  is  bounded  by .  The  control  input  constraint
satisfies  where 
and  are limits of linear and angular speed, respectively.

A  virtual  leader  is  introduced  to  facilitate  the  formation  tracking.

Its dynamics can be described by
 

żr(t) ≜ [cosθr(t),0;sinθr(t),0;0,1][vr(t);ωr(t)]
zr(t) = [pr(t)T , θr(t)]T

pr(t) =
[
xr(t);yr(t)

]
ur(t) = [vr(t);ωr(t)]

where  denotes  its  state;  the  leader  position
;  the  leader  input  is  designed

in prior and known to all followers. Each follower can transmit pre-
dictive trajectories with its neighbors bilaterally and the communica-
tion topology structure is fully connected.

For each follower vehicle, its head state is defined by:
 

zhi(t) = [phi(t)T , θhi(t)]T = zi(t)+ l[cosθi(t); sinθi(t);0]
phi(t) =

[
xhi(t);yhi(t)

]
rO iO

pdi = [xdi,ydi]T rO
Phi pdi

where  denotes  the  head  position,  and l is  the
distance  from  the  center  to  the  head.  For  the  virtual  leader  and  the
followers,  Frenet-Serret  frames  and  can  be  constructed,  as
shown  in Fig. 1.  For  each  vehicle,  there  is  a  virtual  structure  point

 in  fixed  on  the  leader.  The  objective  is  to  drive
the head of each vehicle  to the desired virtual structure point .
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Fig. 1. Configuration of the virtual leader and followers.
 

pei = [xei,yei]T

phi(t) pdi
iO

Main result: For each follower, the tracking error 
is defined by deviation between  and  in :
 

pei = S (θi)(pr − phi)+S T (θei)pdi (2)
where
 

S (θi) =
[

cosθi sinθi−sinθi cosθi

]
, θei ≜ θr − θi.

The tracking error dynamics is
 

ṗei(t) =
[

0 ωi(t)
−ωi(t) 0

]
pei(t)+uei(t)+ni(t) (3)

where
 

uei(t) =
[
−vi(t)+ (vr − ydiωr)cosθei(t)− xdiωr sinθei(t)
−lωi(t)+ (vr − ydiωr) sinθei(t)+ xdiωr cosθei(t)

]
.

·̃
In case of disturbance, the nominal system is added to facilitate the

distributed  MPC  design.  The  superscript “ ” is  used  to  denote  the
nominal term, and nominal error dynamics can be obtained by
 

˙̃pei(t) = f ( p̃ei, ũei) =
[

0 ω̃i(t)
−ω̃i(t) 0

]
p̃ei(t)+ ũei(t) (4)

p̃ei(t) ũei(t)where  is the error;  is the virtual nominal error input.

p̃ei ∥ f ( p̃1
ei, ũei)− f (p̃2

ei, ũei)∥ ≤ a∥ p̃1
ei − p̃2

ei∥
Assumption 1: The nominal tracking error system (4) for each vehi-

cle  is  Lipschitz  in ,  i.e.,  ,
where a is the Lipschitz constant.

Ji( p̃ei(tk), ũei(tk)) =
r tk+T

tk Li(p̃ei(τ| tk), ũei(τ| tk))dτ+gi(p̃ei(tk+
T |tk)) gi(p̃ei( tk +T | tk)) = 1

2 ∥ p̃ei( tk +T | tk)∥2
Li( p̃ei(τ| tk), ũei(τ| tk)) =

∥ p̃ei(τ| tk)∥2Q + ∥ũei(τ| tk)∥2P +
∑

j∈Ni ∥ p̃i j(τ∥tk)∥2H , Q = diag(q1,
q2) P = diag(p1, p2) H = diag(h1,h2)

∥ p̃i j(τ|tk)∥2H = ∥ p̃ei(τ∥tk)− p̂e j(τ|tk)∥2H ,
p̂e j(τ| tk)

For  each  vehicle,  the  cost  function  to  be  minimized  is  formula-
ted  by 

 with  terminal  cost . T is
the  control  horizon,  and  the  stage  cost  is 

 where 
, ,  and .  The  formation  error  co-

st  is  constructed  by  where
 denotes the assumed position error trajectory of vehicle j.

Ωi
ũi(τ) = ki( p̃ei(τ)) p̃ei(t) ∈Ωi

p̃ei(τ) ∈Ωi ũi(τ) ∈ Ui τ > t

Definition 1: The terminal set  is a region where an auxiliary ter-
minal controller  exists such that, for any ,
it satisfies  and  for .

A = [1,0;−2ydi, x2
di + y2

di]Lemma 1: For tracking dynamics (4), let ,
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ui(τ) = ki( p̃ei(τ |tk )) = [k1 x̃ei + (vr − ydiωr)cos θ̃ei − xdiωr sin θ̃ei;
(k2ỹei + (vr − ydiωr) sin θ̃ei − xdiωr cos θ̃ei)/l] k1,k2 > 0
and 

, with . Then the
terminal region is given by
 

Ωi = {(x̃ei, ỹei) |amin ≤ x̃ei ≤ amax, bmin ≤ ỹei ≤ bmax } (5)
amin = (−vmax −

√
∥A∥min∥ur∥)/k1, amax = (vmax −

√
∥A∥×

max∥ur∥)/k1, bmin = (−lωmax −
√
∥A∥min∥ur∥)/k2 bmax =

(lωmax −
√
∥A∥max∥ur∥)/k2.

where  
  and 

gi(p̃ei(τ| tk)) = (x̃2
ei + ỹ2

ei)/2
ġi(p̃ei(τ| tk)) =

x̃ei ˙̃xei + ỹei ˙̃yei ui(τ)
ũei(τ) = [−k1 x̃ei;−k2ỹei] ġi(p̃ei(τ| tk)) = −k1 x̃2

ei − k2ỹ2
ei ≤ 0.

k1 k2 gi
p̃ei(τ) ∈Ωi τ ≥ t p̃ei(t) ∈Ωi

ũi(τ) ∈ Ui −vmax ≤ k1 x̃ei + (vr − ydiωr)cos θ̃ei−
xdiωr sin θ̃ei ≤ vmax −ωmax ≤ 1

l (k2ỹei + (vr − ydiωr) sin θ̃ei −
xdiωr cos θ̃ei) ≤ ωmax.
amin ≤ x̃ei ≤ amax bmin ≤ ỹei ≤ bmax

Proof: Choosing  the  terminal  cost  as
the Lyapunov function and taking its derivative yield 

.  With  the  terminal  controller ,  it  follows  that
 and  Param-

eters  and  reflect the rate of decay of  and can be adjusted as
required. This implies that  for any  once .
Since ,  it  follows  that 

 and 
 Using  the  triangular  inequality,  it  holds  that

 and . Thus the terminal controller
satisfies the constraints in the terminal region (5). ■

u∗i (τ| tk) ûi(τ| tk)

ûi(τ| tk)

In  the  distributed  MPC,  each  vehicle i does  not  have  acess  to
neighboring  predictive  trajectories.  Before  solving  the  optimization,
each  vehicle  transmits  the  assumed  predictive  trajectories  to  neigh-
bors. Define ,  as the optimal input signal obtained by
calculating  the  optimization  problem  and  assumed  input  signal,
respectively. The assumed control signal  is formulated by
 

ûi(τ| tk) =
{

u∗i (τ| tk−1), τ ∈ [tk−1, tk−1 +T )
ki(p̃ei(τ |tk−1 )), τ ∈ [tk−1 +T, tk +T ).

(6)

p̂ei(τ| tk)
By  applying  the  assumed  control  input  trajectory,  the  assumed

position error trajectory  for each vehicle can be obtained.
The proposed MPC strategy is to guarantee that tracking errors of

individual  vehicles  converge  to  a  small  neighborhood  of  the  origin.
The optimization for each vehicle is constructed by
 

min
ũei

Ji(p̃ei(tk), ũei(tk)), τ ∈ [tk, tk +T ] (7)
 

s.t. z̃i( tk | tk) = zi(tk), ũi(τ| tk) ∈ Ui (8)
 

˙̃zi(τ| tk) = f (z̃i(τ| tk), ũi(τ| tk)) (9)
 

∥ p̃ei(τ| tk)∥ ≤ retk+T−τ, p̃ei( tk +T | tk) ∈Ωε (10)
Ωr = { p̃ei| ∥ p̃ei∥ ≤ r} ⊆Ωi

Ωε = { p̃ei| ∥ p̃ei∥ ≤ εr} 0 < ε < 1
where r is a constant satisfying , and the ter-
minal region  and .

p̂ei(τ| t0) = pei( t0| t0)
Remark  1: Initial  assumed  predictive  trajectories  is  set  to

 to avoid centralized computation.

tk
Lemma 2: Consider  error  dynamics  (4).  Suppose the  optimization

(7)−(10) is feasible at time . If Algorithm 1 is implemented, and
 

η ≤ (1−ε)re−aT /δ, min {k1,k2}δ ≥ ln(1/ε) (11)
ūi(τ| tk+1) tk+1then,  exists at  satisfying the terminal constraint.

Algorithm 1 Robust Distributed MPC Algorithm for Each Vehicle

tk = t0 z̃i( tk | tk) = zi(tk) p̂ei( τ| t0) = pei( t0 | t0)
p̂ei( τ| t0) j ∈ Ni p̂e j( τ| t0) j ∈ Ni

1:  At  the  initial  time ,  set  and ,
send  to , and receive  from .

ũ∗ei(τ|tk),
ũ∗i ( τ| tk)

2: Solve the optimization problem of every vehicle in parallel to obtain the
optimal  virtual  error  control  sequence  and calculate  the  actual  con-
trol input  of each vehicle.

u(τ) = ũ∗i ( τ| tk) τ ∈ [tk , tk+1)3: Apply  to the real system over .
p̂ei( τ| tk+1) j ∈ Ni

p̂e j( τ| tk+1) j ∈ Ni

4: Calculate predictive error trajectory  and send it to  and
get  from .

tk+1 = tk +δ5: Let  and go to Step 2.

tk
ūi(τ| tk+1) tk+1

Proof: Assume the optimization problem is feasible at . A feasi-
ble control sequence  for vehicle i at  exists
 

ūi(τ| tk+1) =
{

ũ∗i (τ| tk), τ ∈ [tk+1, tk +T )
ki( p̃ei(τ |tk+1 )), τ ∈ [tk +T, tk+1 +T )

(12)

ki(p̃ei(τ |tk+1 ))
ūi(τ| tk+1) tk+1

tk+1

where  is  the terminal  controller  defined in Lemma 1.
According  to  the  invariant  set  theory,  at  satisfies  the
control  constraint.  Errors  exist  between  (1)  and  the  nominal  system
due  to  the  disturbance.  By  using  Gronwall-Bellman  inequality,  the
bound of error at  satisfies
 

∥∥∥pei(tk+1)− p̃∗ei(tk+1 |tk )
∥∥∥ ≤ ηδeaδ (13)

p̃ei(tk |tk) = pei(tk)
[tk+1, tk +T ] p̄ei(τ|tk+1)

p̄ei(τ|tk+1) p̃∗ei(τ|tk) ηδea(τ−tk)

tk +T τ ∥ p̄ei(tk +T |tk+1)∥ ≤ ηδeaT + ∥ p̃∗ei(tk+
T |tk)∥ ∥ p̄ei(tk +T |tk+1)∥ ≤r

∥ p̄ei(τ|tk+1)∥2
∥ p̄ei(tk+1 + T |tk+1)∥ ≤ ∥ p̄ei(tk +

T |tk+1)∥e−δmin{k1,k2} ∥ p̄ei(tk+1+
T |tk+1)∥ ≤ εr

where , and Assumption 1 holds. The feasible error
state over  is denoted by . The bound of differ-
ence  between  and  is  then  derived  by .
Substituting  into  yields 

.  From  (10)  and  (11),  it  follows  that .
Taking  the  derivative  of  and  implementing  the
comparison  principle  yield 

.  According  to  (11),  it  follows  that 
, indicating the terminal constraint is satisfied. ■

tk ūi(τ| tk+1)
tk+1 ∥ p̄ei(τ| tk+1)∥ ≤ retk+1+T−τ eδ −1 ≥ 1−ε

Lemma 3: Consider  error  dynamics  (4).  Assume  the  optimization
(7)−(10) is feasible at . Then, a feasible control  exists at

 such that , if  and the con-
dition (11) are satisfied.

tk+1
τ ∈ [tk+1, tk +T )

∥ p̄ei(τ| tk+1)∥ ≤
∥∥∥ p̃∗ei(τ |tk )

∥∥∥+ r−εr
∥ p̄ei(τ| tk+1)∥ ≤ retk+T−τ + r(eδ −1).

∥ p̄ei(τ| tk+1)∥ ≤ retk+1+T−τ y(τ) = retk+1+T−τ−
retk+T−τ − r(eδ −1). y(tk +T ) = 0 y(τ) τ

y(τ) ≥ 0 [tk+1, tk +T ) retk+1+T−τ ≥ retk+T−τ+
r(eδ −1) ∥ p̄ei(τ| tk+1)∥ ≤ retk+1+T−τ τ ∈ [tk+
T, tk+1 +T ) ∥ p̄ei(τ| tk+1)∥ ≤ r ≤ retk+1+T−τ

[tk+1, tk+1 +T )

Proof: A feasible control  sequence of  at  is  given in (12).  For
, according to (11) and Gronwall-Bellman inequality,

it  follows .  Applying  the  condi-
tions  in  Lemma 3  and  (10)  yield 
To  prove ,  construct 

 Since  and  is decreasing with , it
holds that  over , implying 

.  It  then  follows  that .  For 
,  Lemma  2  implies  that .

Consequently, the error constraint is satisfied over . ■

t ≥ t0

Theorem  1: Assume  that  the  optimization  (7)–(10)  is  feasible  for
each vehicle initially. If conditions in Lemmas 2 and 3 are satisfied,
the optimization problem (7)–(10) is feasible for all .

tk
ūi(τ| tk+1) ∈ Ui

p̃ei( tk+1 +T | tk+1) ∈Ωε

tk+1 ∀t ≥ t0

Proof: Suppose  the  optimization  is  feasible  at .  A  feasible  con-
trol sequence (12) exists. From Lemma 2, it holds that 
and . Meanwhile, constraint (10) can be satis-
fied  according  to  Lemma  3.  Hence,  the  optimization  is  feasible  at

. By induction, the optimization is feasible . ■
Theorem 2: Consider error dynamics (4). If Theorem 1 holds, and

 

−k1 +qmax+pmaxk2
1 ≤ 0,−k2 +qmax + pmaxk2

2 ≤ 0 (14)
 

α1 +α2 +α3 +α4 −β ≤ −µ (15)
µ > 0 qmax =max{q1,q2} qmin =min{q1,q2}

pmax =max{p1, p2} hmax =max{h1,h2}
β = qminδε

2r2 α1 = qη2δ2(e2aT − e2aδ)/(2a)+
√

2qηδr(e2aT − e2aδ)
1
2×

(reT−δ − r)
1
2 /a α2 = ηδeaT r α3 =

∑
j∈Ni rhmax((8r+4ηδ)(e2T−δ−

eT+δ)+ (3e2δ +ε)(ηδeT −ηδeT−δ + reδ − r+δεr)) α4 =
∑

j∈Ni r2δ(1+
ε2)hmax Ω = {pe|∥pe∥ ≤ ηδeaδ +εr}

where  is  constant, , ,
,  and  the  stability  parameters

, 
, , 

, 
, then tracking errors converges to .

Vi(tk) =
minθ/θ Ji(p̃ei(tk), ũei(tk)) k ≥ 1 ∆Vi = Vi(tk+1) − Vi(tk) ≤
Ji( p̄ei(τ|tk+1), ūei(τ|tk+1)) − Ji( p̃∗ei(τ|tk), ũ∗ei(τ| tk)) = ∆Vi1 + ∆Vi2 +
∆Vi3 +∆Vi j1 +∆Vi j2 +∆Vi j3

Proof: Select  the  Lyapunov  candidate  for  vehicle i by 
.  For , 

 
, where 

∆Vi1 =
w tk+T

tk+1
(∥ p̄ei(τ |tk+1 )∥2Q−

∥∥∥ p̃∗ei(τ |tk )
∥∥∥2

Q)dτ

∆Vi2 =
w tk+1+T

tk+T
(∥ p̄ei(τ |tk+1 )∥2Q+∥ūei(τ |tk+1 )∥2P)dτ

+
1
2
∥ p̄ei(tk+1 +T |tk+1 )∥2 − 1

2

∥∥∥ p̃∗ei(tk +T |tk )
∥∥∥2

∆Vi3 =−
w tk+1

tk
(
∥∥∥ p̃∗ei(τ |tk )

∥∥∥2
Q +
∥∥∥ũ∗ei(τ |tk )

∥∥∥2
P)dτ

∆Vi j1 =
∑
j∈Ni

w tk+T

tk+1
(
∥∥∥ p̄ei(τ |tk+1 )− p̂e j(τ |tk+1 )

∥∥∥2
H

−
∥∥∥p∗ei(τ |tk )− p̂e j(τ |tk )

∥∥∥2
H)dτ

∆Vi j2 =
∑
j∈Ni

w tk+1+T

tk+T

∥∥∥ p̄ei(τ |tk+1 )− p̂e j(τ |tk+1 )
∥∥∥2

Hdτ

∆Vi j3 =
∑
j∈Ni

−
w tk+1

tk

∥∥∥p∗ei(τ |tk )− p̂e j(τ |tk )
∥∥∥2

Hdτ.

∆Vi1For , according to holder inequality, it holds that
 

∆Vi1 ≤
w tk+T

tk+1
qηδea(τ−tk)(2

∥∥∥ p̃∗ei(τ |tk )
∥∥∥+ηδea(τ−tk))dτ ≤ α1.

τ ∈ [tk +T, tk+1 +T ) ∥ p̄ei(τ |tk+1 )∥For ,  it  holds that  is  in the termi-
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Ωr s(τ) = 1
2

d
dτ ∥ p̄ei(τ |tk+1 )∥2+

∥ p̄ei(τ| tk+1)∥2Q + ∥ūei(τ| tk+1)∥2P ūi(τ| tk+1)
s(τ) ≤ 0 s(τ) [tk +T, tk+1 +T )

∆Vi2

nal  region .  Construct  a  function 
.  With  feasible  control  and

(14), it holds . Integrating  over  and tak-
ing it into  yield
 

∆Vi2 ≤
1
2
∥ p̄ei(tk +T |tk+1 )∥2 − 1

2

∥∥∥ p̃∗ei(tk +T |tk )
∥∥∥2 ≤ α2.

∆Vi3
∥∥∥ p̃∗ei(τ| tk)

∥∥∥ ≥ εr [tk, tk+1)For , assume  over . It holds that
 

∆Vi3 = −
w tk+1

tk

∥∥∥p̃∗ei(τ |tk )
∥∥∥2

Q dτ ≤ −β.

∆Vi j1 ∆Vi j2 ∆Vi j3 ∥ p̄ei(τ| tk+1)∥ ≤ r
∥ p̂e j(τ|tk+1)∥ ≤ εr [tk +T, tk+1 +T )

For ,  and ,  since  and
 over , it holds that

 

∆Vi j1 ≤ (3e2δ +ε)(ηδeT −ηδeT−δ + reδ − r+δεr))

+
∑
j∈Ni

rhmax((8r+4ηδ)(e2T−δ − eT+δ) ≤ α3

 

∆Vi j2 ≤
∑
j∈Ni

hmax

w tk+1+T

tk+T
∥ p̄ei(τ |tk+1 )∥2 +

∥∥∥ p̂e j(τ |tk+1 )
∥∥∥2dτ

≤α4
 

∆Vi j3 =
∑
j∈Ni

w tk+1

tk
−
∥∥∥p∗ei(τ |tk )− p̂e j(τ |tk )

∥∥∥2
H dτ ≤ 0.

∆Vi ≤ α1 +α2 +α3 +α4−
β ≤ −µ p∗ei(τ |tk ) Ωε
p∗ei(τ |tk ) Ωε tk Ωε
p∗ei(τ |tk ) Ωε pei(tk+1)
Ω = {pe|∥pe∥ ≤ ηδeaδ +εr}

Consequently,  it  follows  from  (15)  that 
, indicating that  enters  in finite time. In case that

 is in  at , since  is invariant for the nominal system,
 stays in the , and the actual tracking error  stays

in . ■
Numerical  example: An  example  of  three  followers  with  fixed

formation is given to verify the effectiveness of the MPC algorithm.
vr = 2 m/s

ωr = 0.5 rad/s zr(0) = [0 m,−4 m,0 rad]T

{|vi(t)| ≤ 3 m/s, |ωi(t)| ≤ 1.5 rad/s}
i = 1, 2, 3 {nxi(t) ≤ 0.001;
nyi(t) ≤ 0.001

}
pd1 = [0.5;0.1] m pd2 = [−0.5;0.5] m pd3 = [−0.5;−0.5] m
l = 0.5 T = 0.5 δ = 0.05 s r = 10 ε = 0.001
Q = H = diag(1,1) P = diag(0.1,0.1)

The trajectory of  the virtual  leader is  a  circle with  and
.  The  initial  leader  state .

The  control  constraint  is  for
.  The  disturbance  is  assumed  to  satisfy 

.  The  desired  positions  fixed  on  the  virtual  leader  are
,  and .

 m.  s,  and .  Set , ,
, .

It  is  shown  in Fig. 2 that  three  followers  reach  the  desired  posi-
tions  and  keep  a  fixed  configuration.  Norms  of  tracking  errors  are
shown in Fig. 2, where tracking errors converge to the neighborhood
of the origin. Control inputs are displayed in Fig. 3. It can be judged
that, with the proposed robust distributed MPC, formation tracking is

achieved  with  satisfactory  performance,  and  no  constraints  are  vio-
lated in presence of bounded disturbance. Admittedly, the theoretical
bound of  tolerated  disturbance  is  small  due  to  conservative  calcula-
tion.

Conclusion: A  distributed  robust  MPC  is  designed  for  formation
tracking  of  nonholonomic  systems  with  input  constraints  and
bounded  disturbances.  A  robust  constraint  is  presented  to  resist  the
external disturbances. Coupling costs are constructed to keep agents
in formation. Theoretical proof and simulation example show that the
recursive  feasibility  is  ensured,  and  tracking  errors  are  stabilized
within a robust invariant region.
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Fig. 2. Trajectories of three non-holonomic agents in formation tracking with the proposed robust distributed MPC (left); Norms of tracking errors (right).
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Fig. 3. Linear velocities (left) and angular velocities (right).
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