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   Dear Editor,

Scene  understanding  is  an  essential  task  in  computer  vision.  The
ultimate objective of scene understanding is to instruct computers to
understand and reason about the scenes as humans do. Parallel vision
is  a  research  framework  that  unifies  the  explanation  and  perception
of dynamic and complex scenes. Parallel vision’s rationality has been
proven through recent research hotspots in artificial intelligence, like
the metaverse, world models,  and other concepts.  At the same time,
the development of modern technology has also provided new tech-
nologies  and  ideas  for  implementing  parallel  vision.  This  letter
explores  the  current  status  of  parallel  vision,  expands  the  related
research  connotation  of  a  parallel  vision  by  using  the  existing
research hotspots, and points out the possible development direction
of scene understanding based on parallel vision in the future.

Introduction: Given the  potential  applications  of  artificial  intelli-
gence  (AI)  and  the  rapid  development  of  computing  power,
researchers  from  different  countries  are  making  great  efforts  to
develop  and  apply  AI  to  different  fields  in  different  aspects.  The
development of AI in vision,  namely computer vision,  has achieved
unprecedented  prosperity,  as  vision  is  a  crucial  method  for  human
beings to obtain information. The ultimate goal of computer vision is
to enable agents to first  perceive, then understand, and finally inter-
act  with  the  real  world  like  humans,  which  is  scene  understanding
[1].  To achieve  the  goal,  different  vision tasks  have  been proposed,
such  as  scene  recognition,  object  detection,  semantic  segmentation,
and  panoramic  segmentation  in  2D/3D  space.  The  rapid  advance-
ment  of  deep  learning  has  greatly  improved  the  progress  of  related
tasks  in  computer  vision.  With  large  scale  datasets,  deep  learning
based models work well in different vision tasks, some of which even
surpass humans in certain aspects [2]. However, in order to train the
model  effectively,  it  requires  the  training  set  to  be  an  independent
identically  distribution  (i.i.d.)  [3].  While  it  is  time-consuming  and
laborious to collect and label large amounts of data under i.i.d. Mean-
while, it is not possible to verify whether the trained model is effec-
tive in real scenes.

Considering these, Wang et al. [4] propose a vision research frame-
work, termed parallel vision based on the artificial scenes, computa-
tional  experiments,  and  parallel  execution  (ACP)  methodology  [5].
ACP  methodology  is  a  combination  of  Artificial  scenes,  Computa-
tional  experiments  and  Parallel  execution.  They  argue  that  as  the
partners  of  the  real  scenes,  the  artificial  scenes,  can  be  constructed,
from which large scale labeled data can be collected for model train-
ing  and  model  validation  [6].  The  core  task  of  the  parallel  vision

framework  is  to  build  artificial  scenes  using  basic  information
extracted  from small  scale  data  and  human  common  knowledge.  In
the  artificial  scenes,  a  bundle  of  computational  experiments  for  dif-
ferent assumptions can be conducted on models before being applied
to  the  real  scenes.  With  a  continuous  update  information  collected
from the real scenes based on the trained model, the artificial scenes
can be updated along with the real scenes, which make it possible to
train  and  validate  the  models  continuously.  The  process  makes  an
interaction  between  real  scenes  and  artificial  scenes  in  a  parallel
style,  namely  parallel  execution.  The  parallel  vision  framework
offers a long-term and online environment for scene understanding.

The metaverse concept is becoming popular worldwide today. The
metaverse allows people to expand their life scenes from real to vir-
tual and make more attempts and mistakes in the virtual scenes. Par-
allel vision can be viewed as a metaverse approach to understanding
the  scenes.  Meanwhile,  to  realize  adequate  knowledge  from scenar-
ios for  visual  reasoning,  LeCun [7]  proposes constructing the world
models  for  intelligent  machines  based  on  the  existing  information,
hoping  to  encode  human knowledge  into  the  world  models  for  reli-
able and robust scene understanding. From the perspective of world
models,  the  artificial  scenes  of  parallel  vision  construct  a  series  of
world  models  for  scene  understanding.  With  the  development  of
scene understanding, different concepts similar to the parallel vision
framework are gradually proposed, which reflects the foresight of the
parallel  vision  framework.  However,  how  to  achieve  the  goal  of
scene  understanding  completely  based  on  the  parallel  vision  frame-
work is still being explored.

Li et  al. [8],  [9]  conduct  the  most  original  and  primitive  research
on artificial  scene  construction using the  game engine  Unity3D and
conduct  computational  experiments  in  artificial  scenes  for  visual
tasks  [10].  The  so-called  parallel  vision  pipeline  was  finally  com-
pleted by Li et al. [11] after several years, and the results were pub-
lished  in  the  authoritative  Transactions  journal.  The  works  by  Li
et  al. [8]−[10]  make  a  good  start  for  the  exploration  of  parallel
vision,  while  still  contains  some  shortcomings:  1)  The  artificial
scenes are far from the real scenes, which results in a domain gap for
model  training  for  different  visual  tasks  [12];  2)  Even  though  the
labeled data can be collected from the artificial scene directly, while
it  is  time-consuming  and  laborious  for  artificial  construction  manu-
ally; 3) Meanwhile, Li et al. [11] ignore the real time changes in the
real  scenes.  During  the  same period,  it  is  not  an  innovation  to  train
the  model  on  the  synthetic  datasets  [13],  [14].  Parallel  vision  is  not
only about synthesis or augmentation of images.

In  this  letter,  we  review  the  current  research  status  of  parallel
vision, and argue that parallel vision is not only works for image syn-
thesis  or  augmentation  but  also  a  framework  for  total  scene  under-
standing  by  extending  the  real  scenes  and  interacting  the  real  and
artificial scenes in the meantime. In the artificial scenes, we can sim-
ulate  the  real  scenes,  and  model  the  real  scenes  in  the  cyberspace.
Meanwhile,  we  can  also  predict  the  feature  of  the  real  scenes,  with
which we can intervene or guide the real scenes in certain aspects, or
control the behaviors of the agents. In recent years, various concepts
related to scene understanding have advanced greatly, such as meta-
verse [15], cyber-physical-social systems (CPSS) [16], world models
[7] and big models [17]. We combine related items to explain the ori-
gin  of  parallel  vision  and  how  to  achieve  the  goal  of  the  parallel
vision  framework  based  on  existing  technologies.  Our  belief  is  that
the  metaverse  is  an  instance  of  the  CPSS,  and  parallel  vision  is
intended  to  create  a  metaverse  solution  for  scene  understanding.
Meanwhile,  the  artificial  scenes  should  be  organized  in  a  hierarchi-
cal style, in which big models can be used as the foundation models
containing  human  knowledge,  namely  world  models,  for  scene
encoding,  and  the  different  semantic  information  is  gradually
abstracted  from  bottom  to  up.  Different  tasks  are  learned  with
explicit targets. Finally, we propose the concrete structure of parallel
vision research roadmap for future research.
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Parallel vision: The parallel vision theory provides a stable execu-
tion  environment  and  a  theoretical  framework  that  is  long-term and
controllable  for  scene  understanding.  However,  it  lacks  the  relevant
technology for implementation and support. Parallel vision has been
explored by researchers [4], [8], [10] from various viewpoints. Here,
we  survey  on  the  related  works  and  explain  the  essence  of  Parallel
Vision  from the  perspective  of  the  CPSS.  In  the  end,  we  propose  a
parallel vision framework that is task-centered and based on the most
recent achievements in scene understanding and deep learning.

,Parallel  vision  computer  graphics: Li et  al. [8],  [9]  use  a  3D
modeling  engine  to  model  real  scenes  in  3D  space  and  synthesize
images with rendering technology while a big domain gap is existing
between  the  synthetic  images  and  the  real  images.  To  adapt  the
model trained with synthetic images to real scenes, a domain adapta-
tion process [12] must be carried out. Meanwhile, it is time-consum-
ing to construct the realistic 3D models based on 3D game engines.
Furthermore,  it  is  impossible  to  model  everything  in  a  3D  game
engine  manually,  which  lacks  generalization.  Labeling  real  data
directly  for  different  visual  tasks  may  be  more  cost-effective.  Any-
way Li et al. [8], [9] conduct the primitive experiments and make an
early exploration in parallel  vision.  A general  pipeline [11] summa-
rizes the technologies for synthesizing images from the 3D modeling
game  engine  and  training  the  model  based  on  generated  images.
Scale-coordinated 3D scene modeling, realistic textures, and reason-
able  light  changes  are  necessary  for  realistic  scenes  to  be  rendered.
The computer graphics technologies are perfectly suited to meet the
needs.

However,  parallel  vision  is  not  computer  graphics  or  applying
computer  graphics  for  artificial  scene modeling,  but  rather  to  find a
method to present the real world in cyberspace. Synthesizing images
is just a characteristic of artificial scenes for displaying the presented
scenes or for capturing some images for certain goals. The data syn-
thesis  process  for  3D  modeling  and  2D  images  based  on  computer
graphics is not parallel vision. Obviously, using 3D models to build
artificial  scenes is  not  a  feasible way to achieve the goal  of  parallel
vision for the complex of modeling and managing the huge mount of
3D models.

,Parallel vision  synthetic augmentation: Zhang et al. [6] propose
adding objects of interest to the real scenes for augmented image syn-
thesis based on the real scenes from the perspective of data augmen-
tation. Along with the real scenes, they propose to use changing arti-
ficial  scenes  to  simulate  the  real  scenes  and  complete  scene  under-
standing tasks on a long-term basis. The enhanced generation of data
enables  us  to  conduct  computational  experiments  to  collect  more
information from real scenes, improving the robustness and general-
ization of models trained with generated images. The artificial scenes
are modeled by combining 3D information and camera angle with the
background texture from real scenes to approach the real scenes.

The  data  augmented  artificial  scenes  lack  a  representation  of  the
overall  scene. It’s a challenge to gain a deeper understanding of the
scene.  The  goal  of  the  parallel  vision  framework  is  to  model  real
scenes in artificial scenes, in which different information needs to be
conducted conveniently,  such as 3D geometric information.  A more
effective  representation  of  the  real  scenes  is  still  needed,  and  the
details of the scenes need to be parameterized. Parallel vision’s needs
cannot be met by artificial scenes that use image augmentation.

≈Parallel vision  CPSS:
1)  From CPSS to  parallel  vision:  The  3D modeling  method  men-

tioned above, whether it is based on a game engine or data augmenta-
tion  for  artificial  scenes  modeling,  ignores  or  lacks  a  clear  percep-
tion of the real scene. Parallel vision creates artificial scenes that are
based on real scenes while expanding them. To gain a better under-
standing  of  parallel  vision,  we  start  with  the  fundamental  theory  of
the metaverse, CPSS, to explain what parallel vision is.

Wang [16] first propose the cyber-physical-social systems (CPSS)
is to describe the knowledge in CPS that cannot be directly described
through  analytical  models  or  computational  models.  To  achieve  the
goal,  they  propose  to  create  artificial  scenes  that  depict  real  scenes,
which  contain  human  common  sense  and  involve  social  space.  In

computer  vision,  the  real  scenes  are  the  images  and  other  informa-
tion,  such  as  3D  geometric  information  collected  by  cameras  and
other depth-related devices. For humans, we model the real scenes in
our mental world with only several glimpses and common sense. Par-
allel vision considers three spaces, and two worlds are involved at the
end.  Both  worlds  contain  social  signals  and  human  common  sense.
For parallel vision, the key challenge is how to model social signals
and human common sense in artificial scenes. Fortunately, the ACP
method completes the interaction between physical scenes and artifi-
cial scenes, which forms the theoretical framework of parallel vision.
Fig. 1 demonstrates  the  connection  between  CPSS  and  the  parallel
vision framework based on ACP method.
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Fig. 1. The connection between CPSS and ACP-based parallel vision.
 

2) Task-centered scene understanding based on parallel vision: The
difference between the visual scenes and other physical scenes is that
the representation of the visual scenes (pixel space) and the semantic
information  (knowledge  space)  need  to  be  converted,  and  they  are
not  strictly  corresponding.  The  artificial  scenes  cannot  be  modeled
directly  in  3D geometric  space  as  Li et  al. [18],  [19]  have  done.  In
this  letter,  we  propose  to  use  the  big  model  as  the  fundamental
encoding to construct the artificial scenes and use a series of tasks to
describe the artificial scenes from bottom to up. Namely, with basic
encoding models, all the perception and understanding of the scenes
can be expressed as tasks, and the process of learning tasks is to meet
the requirements of other tasks for target task. Fig. 2 shows the over-
all logic diagram of our proposed task-centered scene understanding
framework under the parallel vision framework.

When human beings want to complete a target task, they divide the
target task into different small basic tasks and then assemble them in
a  certain  order,  that  is,  task  arrangement,  and  finally,  complete  the
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Fig. 2. The  structure  of  parallel  vision  implementation  based  on  foundation
model  for  scene  understanding  in  a  task-centered  style:  The  DTML is  short
for downstream task learning module, and Mt* means meta tasks.
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target  task.  The  ultimate  goal  of  parallel  systems  is  to  describe  a
dynamic,  continuous,  and  long-term  artificial  system  that  perceives
and guides real scenes. Our proposal for achieving this goal is to uti-
lize  the  deamon  task  for  the  system’s  continuous  task  arrangement.
At the same time, the deamon task will continuously obtain the tasks
to be completed in the current environment, making the system work
continuously for scene understanding.

Conclusion: This  letter  reviews  the  current  status  of  the  parallel
vision framework, and explains it under CPSS. Parallel vision’s pri-
mary  challenge  is  constructing  artificial  scenes.  As  for  artificial
scenes construction, we should reject directly modeling ANY things
in 3D space as Li et al. [8], [9] have done. Take the experience from
Zhang et  al. [6]  and  the  development  of  deep  learning  for  scene
understanding  community  [20],  we  argue  that  the  parallel  vision
framework  should  be  constructed  based  on  CPSS  with  knowledge
automation  [21],  [22]  and  propose  to  construct  the  artificial  scenes
for parallel vision based on big models for fundamental encoding and
a  series  of  hierarchical  tasks  to  understand  scenes  totally.  With
encoded scenes based on big models, all actions in scene understand-
ing can be regarded as tasks, and the deamon task is defined to keep
the machine functioning at all times, thus realizing a long-term online
visual perception framework based on parallel vision.
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