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Estimating Sit-to-Stand Dynamics Using a
Single Depth Camera

Robert Peter Matthew , Sarah Seko , Jeannie Bailey, Ruzena Bajcsy, and Jeffrey Lotz

Abstract—Kinetic and dynamic motion analysis provides
quantitative, functional assessments of human ability that
are unobtainable through static imaging methods or subjec-
tive surveys. While biomechanics facilities are equipped to
perform this measurement and analysis, the clinical trans-
lation of these methods is limited by the specialized skills
and equipment needed. This paper presents and validates a
method for estimating dynamic effects such as joint torques
and body momenta using a single depth camera. An allo-
metrically scaled, sagittal plane dynamic model is used to
estimate the joint torques at the ankles, knees, hips, and
low back, as well as the torso momenta, and shear and
normal loads at the L5-S1 disk. These dynamic metrics
are applied to the sit-to-stand motion and validated against
a gold-standard biomechanical system consisting of full-
body active motion-capture and force-sensing systems. The
metrics obtained from the proposed method were found to
have excellent concordance with peak metrics that are con-
sistent with prior biomechanical studies. This suggests the
feasibility of using this system for rapid clinical assessment,
with applications in diagnostics, longitudinal tracking, and
quantifying patient recovery.

Index Terms—Depth-camera, rigid-body model, dynam-
ics, sit-to-stand, biomechanics, lower lumbar loads.

I. INTRODUCTION

FUNCTIONAL assessment measures enable the quantita-
tive assessment of patient ability. While methods such as

static radiographs and goniometry quantify posture or range of
motion at a joint level, functional assessments allow for insight
into patient independence by gauging task level performance [1].

The clinical deployment of biomechanical motion assessment
is limited by the required hardware, time, and expertise. Mus-
culoskeletal analysis is typically performed in dedicated labora-
tory spaces, using specialist motion-capture and force-sensing
systems. Tracked motions of surface markers are used to esti-
mate the rigid-body motions of the underlying skeletal system.
This inverse kinematics process allows for the decomposition of
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complex limb motions into constituent joint trajectories. A dy-
namic model can then be used to determine the joint torques
required to produce these joint trajectories. The dynamic param-
eters of these models can be allometrically scaled from popula-
tion data [2]–[5], or can be estimated in vivo using identification
techniques [6], [7]. This analysis can be validated by measuring
the contact forces exerted by the subject. Myography techniques
such as surface electro-myograpy and acoustic-myography can
be used to estimate muscle activation. These activation patterns
can be compared to torque estimates found through inverse dy-
namic methods [8], [9].

While detailed musculoskeletal models for processing mo-
tion data exist [10], [11], current clinical measures of lower
limb and spine function rely on timing simple activities such
as standing from sitting or walking a known distance [12]. The
cost and complexity of deploying more complicated systems has
resulted in a disparity between the analysis conducted in special-
ity biomechanics research facilities and the existing standards
of clinical care.

The use of sensorised wearable devices for monitoring occu-
pational tasks and rehabilitation has been explored as a method
for overcoming this gap. Garments instrumented with Inertial
Measurement Units have been developed to regulate postural
control [13], track the curvature of the spine [14], or warn users
of poor posture when performing lifting tasks [15]. These wear-
able systems offer the potential to track a set of key movement
parameters. The assessment and feedback, however, is limited to
angular estimates of the spine. More detailed biomechanical sys-
tems have been developed such as the Lumbar Motion Monitor
[16]. This exoskeletal system tracks the kinematics and kinet-
ics of the thoracolumbar spine during a specific occupational
or assessment task [17]. The shear and compressive forces in
the spine can then be estimated by combining the tracked spine
movements with motion capture and surface myography [18].
This approach is limited by dedicated hardware requirements.

A number of vision-based human motion tools have been
developed [19]. The Microsoft Kinect can be used to estimate
joint centres from a colour and depth image using a pixel clas-
sification approach [20]. While these estimates are noisy and
can be inaccurate in cases of self-occlusion [21], the system is
able to provide real-time estimates which have been used for
biomechanical assessments of movement [22]. There are alter-
native methods for reconstructing human motion from single
or multiple cameras, with a number of improvements in accu-
racy over a wide range of real-world situations. These meth-
ods often use template surface models [23], [24] or pixel/voxel
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classification-based machine learning [25]–[28]. While appear-
ing promising, the validation of these approaches is lacking
when compared to conventional biomechanical studies. Zhang
[29] presented a method for estimating kinematic and dynamic
states from a combination of three depth cameras and force
sensing shoes. Re-projected marker error was the only quanti-
tative measure used for validation, with the estimated contact
forces and joint torques only compared qualitatively. This is
compared to the kinematic and dynamic assessments performed
by Corazza [30] and Anderson [31]. These studies compare joint
angles, contact forces, and muscle activation estimates against
gold-standard motion capture, force platforms, and electromyo-
graphy systems.

A recent study by Plantard [32] demonstrated the utility of
the Kinect as assessment system for the ergonomic evaluation
of upper limb tasks. The raw Kinect was filtered by compar-
ing the observed data with a known database of actions [33].
This filtered Kinect data was then combined with an allomet-
rically scaled upper limb dynamic model [5] to estimate the
corresponding joint torques. This method was found to provide
reliable estimates of shoulder torques for a box-handling task,
including cases with occlusion.

A. Sit to Stand

The Five-Times-Sit-to-Stand (FT-STS) is a standard clinical
assessment for individuals with balance disorders and lower
limb weakness [12]. The clinical FT-STS consists of performing
five repeated standing and sitting actions as fast as possible. The
subjects arms are crossed on their chest and the total time for
the five actions is measured on a stopwatch. The total time
is then compared against a set of thresholds which can indicate
increased disability, morbidity or likelihood of falling [34], [35].

The FT-STS has been found to discriminate subjects with
balance disorders, but time alone may not sufficiently capture
changes in ability. Other threshold based tests and written ques-
tionnaires such as the Activities-specific Balance Confidence
scale [36] and the Dynamic Gait Index [37] have been shown to
be better at discriminating balance disorders [38].

The dynamics and biomechanics of the STS action have been
explored, with a number of proposed dynamic models used
to describe the transition of the subject to a stable standing
position. These models typically examine the locations of the
effective Centre of Mass (CoM) and the Base of Support (BoS)
to estimate the subject’s stability. Riley [39] studied the motions
of healthy subjects and separated the standing action into four
separate phases of momentum-transfer standing:

I. flexion-momentum is the initial rotation of the hips and
pelvis forward. This phase ends with seat-off, where weight
transfers from the chair to the feet.

II. momentum-transfer consists of the forward momentum
of the CoM being converted into vertical momentum.

III. vertical extension is the vertical rise of the CoM to a
standing position.

IV. stabilisation consists of settling of any postural sway in
the CoM.

At seat-off (the transition between phase I. and II.), people are
typically statically unstable. To transition to standing, healthy

subjects typically generate forward momentum by swinging
their torso forward. This forward momentum helps move the
CoM over the BoS dynamically, allowing the person to then rise
to move through the statically unstable region into a standing
posture [39]. In contrast, it has been shown that elderly subjects
can adopt a stabilisation strategy [40], during which the CoM
is shifted over the BoS through an exaggerated torso lean. This
leaning action can reduce or completely bypass any statically
unstable portion of the standing action.

Dynamic analysis of failed STS motions has been performed.
Riley [41] found that both sit-back and step failures were linked
with weakness or poor balance control. Both of these failure
modes were found to be less energetic, with decreased linear
and sagittal plane angular momentum. Age did not significantly
affect hip and knee torque when moving at self selected speeds
[42] in healthy elderly and young female populations. BMI has
been found to influence torque distributions, with obese subjects
having higher peak knee torques than hip torques [43]. Subjects
with Parkinson’s disease have been found to have decreased
hip flexion torques when performing STS [44]. Combined with
the decreased horizontal and vertical forces, this suggests that
subjects with Parkinson’s disease may rely less on momentum
transfer due to difficulties in coordinating synchronised body
motion. These studies demonstrate the importance of developing
a clinically deployable system for computing sagittal dynamics.

B. Contributions

This paper introduces a fast method for performing full-body
contactless dynamic analysis of the STS action using a single
depth camera. Building on the author’s prior results in improv-
ing the accuracy of the Kinect for STS actions by imposing
rigid-body constraints [45], this work adds reduced-complexity
allometrically-scaled dynamic and musculoskeletal models.
This provides estimates of torso momenta and joint torques of
the low back, and lower limbs, key metrics that have been shown
to act as correlates of disability in patient populations. The in-
corporation of a low back model adds the ability to perform
loading analysis at a common site of injury and chronic pain.

The accuracy and concordance of these measures are assessed
against gold-standard biomechanical systems such as full-body
motion capture and force plates. The proposed system was found
to have high concordance and accuracy compared to the gold-
standard measures supporting its use as a method of motion
assessment.

This analysis is performed for a standard clinical test with
minimal additional equipment reducing the need for a dedicated
motion analysis facility or specialists to conduct and analyse
the experimental data. While the computational rate of 25 fps
is almost real time, this number is based on unoptimised code
running in MATLAB. Improvements to the code such as running
the inverse dynamics step in parallel, or an implementation in
C++ should increase computation rate.

II. MODELLING FRAMEWORK

The dynamic and musculoskeletal recovery process consists
of several steps. First, a filtered rigid-body estimate of ankle,
knee, hip, and low-back joint angles are found in the sagittal
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Fig. 1. Left: Simplified five segment rigid-body kinematic model in the
sagittal plane. The serial chain structure is connected by joints at the
ankle (AJC), knee (KJC), hip (HJC), and at the lower lumbar L5-S1
(LJC). Two position metrics are also shown, the trunk inclination angle
from the vertical, and the Sagittal Vertical Axis (SVA). The SVA is defined
as the horizontal distance between the shoulder and hip centres in the
sagittal plane. Middle: Dynamic model used in this analysis. Each of the
five body segments are modelled as being an inertial mass. Right: Low
back model. The torque found from the inverse dynamic analysis is used
to estimate the effective forces from the low back extensor muscles FM

and the Intra-Abdominal Pressure (IAP) PA .

plane. These angles and their associated derivatives are com-
bined with a height and mass scaled allometric model to find
estimates of the corresponding joint torques and contact forces
via inverse dynamics. Special attention is given to the low-back,
with the contact wrench used to estimate the corresponding
muscular forces and abdominal pressures. The total forces at
the low-back are combined to estimate the shear and compres-
sive forces acting at the L5-S1 disc.

A. Prior Data: Kinematics

The four link rigid-body dynamic model used in this work
requires a smooth set of input joint angles. A number of meth-
ods can be used to obtain these angles from image and depth
camera data, or alternative sensors. This paper uses an allomet-
rically scaled rigid-body model and an unscented Kalman filter
to post-process raw Kinect 2 joint centre data. This method was
chosen for the fast computation rate (524 fps) and the avail-
ability of commercial depth camera systems which can estimate
the location of joint centres from a RGB-Depth image. The full
kinematic recovery process is presented in the associated kine-
matic validation paper [45]. A brief overview is given below for
completeness.

The Kinect uses a pixel labelling strategy to estimate joint
centre locations. Machine learning is used to label any pixels
containing a limb segment found in the image [20]. The inter-
sections between these labelled segments are then used to infer
the corresponding joints centres. This process does not enforce
rigid-body constraints, resulting in an estimated skeleton with
varying limb lengths that is sensitive to occlusion. This sensitiv-
ity can be problematic in cases of self-occlusion, such as when
a subject’s knees occlude the hips during sitting.

To correct for this, the raw Kinect joint estimates are taken
to be noisy measurements of the true joint locations. An un-
scented Kalman filter is used to enforce rigid body constraints
by combining an allometrically scaled kinematic model with a
model of the expected error in the Kinect joint centre estimates
(Figure 1). In cases of occlusion, joint positions can be inferred
based on these rigid body constraints and motion limits.

The location of the lower-lumbar joint centre (LJC) is esti-
mated to be at the L5-S1 disc level. This single point of rotation
is used to represent the relative movement between the pelvis
and torso and is based on the approach developed by Anderson
et al. [46]. Anderson proposed developing a model for lower
lumbar rhythm, estimating the sacral rotation form the torso
and knee angles. While this model is widely used in reduced or-
der biomechanical models [4], the model is generated from four
subjects performing a box lifting task. As the lumbar rhythm
may be dependent on the performed motion [47], a model for
lumbar rhythm for STS was developed. This model estimates
the location of the LJC based on the estimates of the shoulder
(SJC), hip (HJC), knee (KJC), and ankle (AJC) joint centres.

B. Dynamic Model

An allometrically scaled rigid-body dynamic model was used
to perform the inverse dynamic analysis required to estimate the
contact wrenches at each joint. Each limb segment is modelled
as an inertial mass, with the upper limbs fixed in the torso frame
(Figure 1). The allometric relationships for segment length (Li)
and mass (mi) are presented in Table I along with the associated
segment centres of mass and radii of gyration. The segment
conventions are based on the linkage structure used by Dumas
[5]. There are a few differences in the derived model, with
some of the segment lengths and terminal ends being changed
to be consistent with the ground-up model. For a few of these
links, joint centres and body segment inertial parameters were
recomputed directly from the original source data (McConville
[2] and Young [3]).

C. Recursive Formulae for Inverse Dynamics

The Lie group form of the recursive Newton-Euler equations
(as presented by Park [48]) were used to convert the estimated
joint states into estimated body segment kinetics and contact
wrenches. Body frame velocities and accelerations are propa-
gated forward from the base segment to the distal ends of each
link. The body segment kinetics are then propagated backwards
to obtain the wrench at each joint. For the full definitions on the
underlying Lie group notation used, please see Appendix.

The coordinates of a point p written in rigid-body frames A
and B can be expressed by the homogeneous transform gAB :

pA = gA,B pB (1)

1) Forward Propagation: Using this notation, the forward
propagation of body frame velocities V and accelerations V̇
between the previous link i − 1 and current link i can be found.
The updated rigid-body transformation between the two links
can be written:

gi−1,i = g0i−1,ie
ξ̂i θi (2)

where ξi is the unit screw axis of rotation and θ is the mag-
nitude of the transformation (in this case angle) between the
initial frame g0 and its new configuration. The Adjoint map-
ping Ad can be used find the updated body segment velocities
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TABLE I
DYNAMIC MODEL PARAMETERS. MALE VALUES ARE PRESENTED AS THEIR DIFFERENCE FROM THE FEMALE VALUES. SEGMENT LENGTHS (Li ) AND MASSES

(mi ) ARE PRESENTED AS FRACTIONS OF THE TOTAL HEIGHT (H ) AND MASS (M ) OF THE SUBJECT. THE SAGITTAL PLANE POSITION OF THE CENTRE OF
MASS AND RADIUS OF GYRATION ARE ALSO PRESENTED AS PERCENTAGES OF THE ASSOCIATED SEGMENT LENGTH. MHI AND MHV ARE THE FIRST AND

FIFTH METATARSAL HEADS, MH2 AND MH5 ARE THE SECOND AND FIFTH METACARPAL HEADS.

and accelerations:

V i = Adg−1
i−1 , i

(V i−1) + ξi θ̇i (3)

V̇ i = Adg−1
i−1 , i

(
V̇ i−1

)
+ ξi θ̈i + adAd

g−1
i−1 , i

(V i−1 )

(
ξi θ̇

)

(4)

2) Backward Propagation: The contact wrench at joint i can
be expressed as the vector Γi . Two wrenches can be related
through the transpose of ad and Ad which are written as adT

and AdT :

Γi = Ad�
g−1

i , i + 1
Γi+1 (5)

The wrenches at each joint can then be found via a backwards
recursion step:

Γi = AdT
g−1

i , i + 1
Γi+1 + I iV̇ i − adT

V i
(I iV i) + ΓE,i (6)

where ΓE,i are any external wrenches acting on that link, and
I i is the effective matrix of inertia for the segment i rotating
about joint i. Using the notation in Table I, this matrix can be
written as:

I i =

[
mi · I −mi r̂i

mi r̂i miφ
2
i − mi r̂

2

]
(7)

where ri and φi are the the centre of mass and the radius of
gyration for segment i.

D. L5S1 Vertebral Model

While the computation of the wrench at each joint is sufficient
in systems that can exert a pure torque, in biological systems the
joint torques found through inverse dynamics need to be related
to muscular forces. These muscular forces are linked with the
linear components of the wrench to find the true loading at the
joint.

The sagittal low-back model developed by Chaffin [4] is used
to estimate the shear and normal forces at the L5-S1 joint. This
model includes the effects of the posterior muscles of the spine
and Intra-Abdominal Pressure (PA , Figure 1).

The role of the Intra-Abdominal Pressure (IAP) on muscular
forces is modelled based on the relationship from Morris and
Fisher [49], linking the hip angle θH (deg.), moment at the
Lumbar Joint Centre (LJC) τLJ C (Nm), and expected IAP (Pa):

PA = 0.133
(
43 − 0.36

(
θ̃H J C

))
τLJ C (8)

with the adjusted hip angle defined as:

θ̃HJC = θHJC + a sin
(

lT
lB

sin (θLJ C )
)

(9)

where lT and lB are the distances between the LJC and SJC,
and the HJC and SJC respectively. The abdominal pressure is
then converted into a force using the non-scaled diaphragm area
of 46.5×10−3m2 and an effective moment arm of 70 mm [4].

Muscular forces are then estimated from the remainder
torque. A moment arm of 6.5 cm is used based on standard
conventions [4]. The lumped muscular force FM can therefore
be written explicitly:

0.065FM = τLJ C − 0.070 · 46.5 × 10−3PA (10)

The total compression and shear forces in the lumbar frame at
the LJC (σL5) can then be written as:

σL5 =

[
σshear

σcomp.

]
=

[
FY,LJ C

FZ,LJ C + FM − 46.5 × 10−3PA

]

(11)
Where FY,LJ C and FZ,LJ C are the linear Y and Z axis forces
from the ΓLJ C body wrench.

These estimated vertebral forces at L5 are then rotated for-
ward by (−40 deg) to lie along the the estimated sacral cutting
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plane [4]. This gives an estimate for the compression and shear
forces at S1 (σS1).

E. Secondary Metrics

Through this inverse dynamic analysis, it is possible to obtain
a number of secondary metrics at the joint and body levels. The
computations for these derived metrics are given:

1) Joint Power: This is estimated for each frame based on
the computed angular velocity and torque values.

Pi = τiωi (12)

2) Joint Work: Two work values are computed for each joint,
corresponding to the total energy that the joint adds and removes
from the system. These are computed as the trapezoidal integral
of the the positive and negative components of joint power.

3) Torso Momenta and Kinetic Energy: These values are
computed from the body velocities of the torso and the torso
inertia tensor Itorso .

p = I torsoV
b
torso

K.E. = V bT

torsoI torsoV
b
torso (13)

These are transformed from the torso body frame into the world
frame for analysis.

4) STS Time: A variation on a standard clinical measure,
the time taken to perform the STS action is computed as time
between quiet sitting and standing. Quiet sitting and standing
are defined as states where the subject is in the seated or standing
positions and the torso kinetic energy is approximately zero.

5) Dynamic SVA: A variation on a standard radiographic
measure, the dynamic SVA is taken to be the peak horizontal
distance between the SJC and the HJC in the saggital plane.

III. EXPERIMENTAL VALIDATION

A. Experimental Protocol

Ten subjects (3F/7M, age: 30.9 ± 9.6, height: 1.76 ± 0.12 m,
mass: 67.4 ± 11.2 kg) were recruited under informed con-
sent (UCSF IRB 16-21015). Subjects wore close fitting exer-
cise clothing (sports bra, exercise shorts). The chair height was
adjusted so that the subject’s thighs were parallel to the floor
with their knees directly above their ankles during natural sitting
(Figure 2). Subjects were asked to perform STS with their arms
folded across their chest, hands touching the opposite elbow.
The standing action was otherwise non-coached with subjects
performing the action naturally. Three trials, each consisting of
three STS, were recorded for each subject.

B. Active Motion Capture Model

An 8-camera active motion capture system (Phasespace, Im-
pulse X2) provides a ground-truth estimate of position and
orientation of each body segment. A force platform (AMTI,
OPT464508-1000) was used to measure the ground reaction
forces at the feet. A custom chair was built and instrumented
with a six-axis force sensor (ATI, Omega 160) to measure the
contact forces during seat contact. The Kinect, motion-capture

Fig. 2. Cartoon of the experimental setup showing coordinate frames
used for the force platform, chair force, and Kinect location.

and force platform were synchronised temporally via. network
time protocol (NTP), re-calibrated, and zeroed before each ex-
periment. The Phasespace and Kinect systems were synchro-
nised spatially using a chessboard with attached motion capture
markers. Motion and force data were simultaneously recorded
from the Kinect 2 (30 Hz), motion capture system (480 Hz) and
force sensors (1 kHz), and time-stamped. The Kinect camera
was located 2.5 meters directly in-front of the subject, and 1 m
vertically from the subjects feet.

Thirty-two LED markers were position on the subject’s skin
using adhesive Velcro based on the Plug-in-Gait markers set
[50] (Figure 3). Additional markers were placed on the medial
elbow, knee, and ankle positions to allow for estimates of joint
centre from the medio-lateral marker pairs. In cases where the
subject’s shorts or sports bra obscured the ASIS, PSIS, or XP
landmarks, a clip was used to secure the marker to clothing at
the desired landmark.

In addition to the STS protocol, a dataset was collected for
identifying the functional joint centres for each segment based
on the Recap2 protocol [51]. Subjects were asked to move each
joint through its full range of motion three times. The Recap2
protocol was only used to find the functional centres for the
ground truth motion capture model. The rigid-body model for
the lower limbs and torso used for each each segment are shown
in Figure 3. The coordinate system is based on Wu [52], with
the exception of the pelvis segment where the origin is located
at the midpoint of the ASIS and PSIS markers.

Geometric sphere fitting was used to find the hip joint centre
based on the recommendation by the ISB [52] as all subjects
were able to move sufficiently [53]. The inter-malleolar point
was selected for the ankles from Wu [52], the inter-epicondyle
point for the knee [54], and L5/S1 from an allometrically scaled
pelvic model [55]. The recovered joint-centres were planarised
and the relative angles were determined at each frame.

C. Ground and Seat Reaction Forces

The model assumes a single point of contact at the ankles.
During the seated portion of the STS action, the subject is not
modelled as being in contact with a chair due to the lack of
an estimated chair contact point. To allow for comparison be-
tween the model and the observed contact forces, the wrench
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Fig. 3. Left: Motion capture marker protocol. Markers (red) are shown superimposed on the standard Plug-in-Gait model (original image modified
from [50]). Centre: Rigid-body frames used for the validation model. Torso and pelvis frames are highlighted with markers shown as crosses and
joint centres shown as circles. Right: Segment-marker definitions used for NLS recovery. The sagittal view of the torso frame and caudal view of
the pelvis frame are shown. Torso markers were located at the Incisura jugularis sternalis (IJ), Xiphoid Process (XP), and at the C7 and T8 spinous
processes which were found during standing. Pelvis markers were located at the right and left Anterior Superior Iliac Spines (ASIS) and Posterior
Superior Iliac Spines (PSIS).

measured at the chair was transformed into the force platform
frame to provide a single total wrench. Using the notation from
Section II-C2, the wrench at the chair and force platform (Γchair

and ΓF P ) can be combined to give the total contact wrench in
the force platform frame ΓT otal :

ΓT otal = ΓFP + AdT
g−1

F P , c h a i r
Γchair (14)

This conversion allows for a direct comparison between the
estimated ground reaction forces and the measurements from
the force platform and the chair.

D. Data Analysis

All data processing was performed offline on Kinect 2 joint
centre data. An Intel i7-5820K processor with 32GB RAM run-
ning Windows 7 Enterprise was used. Each trial consisted of
roughly 880 frames of data which was post-processed at 25
± 2 fps. Neither a graphics card nor parallelisation framework
were used to aid computation.

Three measures were used to assess the recovered state tra-
jectories and metrics:

1) Mean Absolute Error (MAE): error between two signals
2) Lin’s Concordance Correlation Coefficient (CCC): as-

sesses inter-rater reliability between methods
3) Inter-class Correlation Coefficient (ICC): identifies the ab-

solute agreement (ICC(2,1)) and relative consistency (ICC(3,1))
between methods [56]–[58]. ICC values were interpreted as
poor (<0.4), fair (0.4 − 0.59), good (0.6 − 0.74), and excellent
(≥0.75) based on the treatment by [59], [60].

IV. RESULTS

The performance of the proposed depth camera dynamic
assessment system is separated into three components. First,
the ground reaction forces (GRF) estimated using the depth

camera model and the gold-standard motion capture model are
separately evaluated against the measured contact forces in
Table II. Then, the proposed model is evaluated against the
gold-standard model for a selection of joint and body variables
(Tables III, IV). Finally, a selection of peak metrics are pro-
vided in Table V. These metrics represent potential assessment
measures for the STS action, including but not limited to ex-
isting measures used in patient assessment and occupational
health. Trajectory plots for a representative subject are given
in Figure 4 showing ground reaction forces, joint torques, and
estimated joint powers, and Figure 5 showing the torso momenta
and vertebral loads at the LJC.

The proposed depth camera method performed comparably
to the baseline active motion capture model in the recovery of
the ground reaction forces (Table II, Figure 4 (left)). Both the
linear forces and torque were found to have similar range and
MAE compared to the total wrench computed from the force
platform and instrumented chair. Both models were found to
have excellent concordance in estimating the vertical force and
torque. As the centre of pressure can be estimated from these
two values, excellent concordance was also found for the centre
of pressure. In contrast, the horizontal force was found to have
relatively poorer concordance.

The estimated joint torques and powers from the proposed
method were found to have excellent concordance with those
estimated from the baseline model. An exception to this was the
estimated ankle power, which has poor concordance, agreement,
and consistency when compared with the baseline model.

The trajectories of the body parameters show in Table IV show
excellent concordance for all measures including measures of
posture, momenta, and low-back vertebral loading. The nega-
tive values seen for vertical and angular momenta correspond to
the initial forward flexion of the torso, with the subsequent rise
and straightening of the torso seen in the corresponding positive
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TABLE II
VALIDATION OF THE ESTIMATED GROUND REACTION USING BASELINE (GOLD STANDARD MOTION CAPTURE) AND PROPOSED (KINECT 2) MODELS AGAINST

THE TOTAL CONTACT WRENCH MEASURED FROM THE FORCE PLATFORM AND INSTRUMENTED FORCE CHAIR

TABLE III
VALIDATION OF JOINT TRAJECTORY PARAMETERS OBTAINED FROM THE PROPOSED METHOD AGAINST THE BASELINE ACTIVE MOTION CAPTURE MODEL

TABLE IV
VALIDATION OF BODY TRAJECTORY PARAMETERS OBTAINED FROM THE PROPOSED METHOD AGAINST THE BASELINE ACTIVE MOTION CAPTURE MODEL

TABLE V
CANDIDATE PEAK METRICS FOR ASSESSMENT OF STS ACTIONS PROPOSED VS. BASELINE

values. The link between the torso momenta and the vertebral
forces at the LJC are shown for a representative subject in
Figure 5. The peak LJC load is seen at t = 0.8 s which cor-
responds to the forward deceleration and vertical acceleration
of the torso.

V. DISCUSSION

The proposed single depth camera system was found to be
comparable to the baseline active motion capture model and
measured contact forces. Concordance and correlation coeffi-
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Fig. 4. Comparison of the proposed method and the baseline model on the recovery of ground reaction forces and joint states for a representative
subject. Left: Ground reaction forces. The total wrench measured by the force platform and chair are shown as a solid black line. Middle: Estimated
joint torques. Right: Estimated joint powers. The proposed method and baseline models are shown as blue triangles and red crosses respectively.
A quasi-static method is also presented (magenta dotted line) to highlight the effect of including dynamics into modelling approach.

Fig. 5. Comparison of the proposed method and the baseline model on the recovery of body momenta and LJC forces for a representative subject.
Left: Torso momenta as viewed in the world frame. Middle: Estimated LJC forces in the L5 frame. Right: Estimated LJC forces in the S1 frame. The
proposed method and baseline models are shown as blue triangles and red crosses respectively. A quasi-static method is also presented (magenta
dotted line) to highlight differences in using a dynamic modelling approach.

cients were found to be excellent (≥0.75) for all contact forces
and the identified joint and body trajectory measures, with the
exception of ankle power. The concordance was found to be high
for the ground reaction vertical force and torque. The correlation
coefficients were found to be lower for the horizontal force using
both methods. The lack of a rise in consistency in the horizontal
force suggests that this decline cannot be attributed to a simple
offset, but a difference in the overall shape of the horizontal
force curves. This is likely due to the increased importance of
the modelled dynamic effects in estimating horizontal force
compared to the vertical and torque values and the increased
complexity of the motion in the horizontal plane. The estimated
ground reaction forces for the proposed and baseline models are
shown in Figure 4. While the range spanned by each of these
measurements and the associated MAEs are comparable, the

overall shape of the recovered curves are visually different for
horizontal force when compared to the vertical force and torque.

The decreased performance in concordance, agreement, and
consistency for ankle power may be caused by the compounding
of error in the estimates of angular velocity and torque, com-
bined with the relatively lower observed range of joint velocities
in the STS action. This may be exacerbated by the underlying
choice of sensor and processing method used in the proposed
method. The raw Kinect 2 skeleton has poor joint position es-
timates for the lower limbs. While this is improved using a
rigid-body model, inaccuracies in this underlying data could
propagate into the estimates of ankle and knee velocities. This
could also be an explanation for knee where the relatively high
CCC value for joint torque is contrasted by a lower value for
joint power.
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The estimated torques at the knee and hip can be compared
with the literature. Peak knee and hip extension torques of
1.08–1.25 and 0.73–0.98 Nm/(M · H) respectively have been
reported for healthy young subjects [42]–[44], [61]. Accounting
for the change in scaling factor, the peak extension torque was
0.938 Nm/(M · H) for the hip using the proposed depth cam-
era method. For a comparison of peak knee extension torques,
the point of seat-off needs to be estimated. Using the time of
peak horizontal momentum as the moment of seat off, the cor-
responding peak knee extension torque of 1.23 Nm/(M · H)
can be found, agreeing with the value found by Mak [44]. The
hip flexion values found by Mak are lower than in our sample
(0.362 Nm/(M · H)). Healthy elders, and elders with Parkin-
son’s disease were found to have peak hip flexion values of
0.201 and 0.089 Nm/(M · H) respectively. This discrepancy
could be due to differences in experimental population as sub-
jects in Mak’s study were 38 years older.

A selection of candidate assessment metrics is presented in
Table V. These metrics consist of measures similar to conven-
tional clinical measures (STS time, peak SVA), and those that
have been identified as being biomechanically relevant.

The importance of performing full dynamic analysis when
recovering lumbar loads is shown in Figures 4 and 5. By ne-
glecting the role of segment inertiae, the observed peak shear
and compression loads at L5 and S1 are underestimated, there
is no variation in linear ground reaction forces, and joint power
and body momenta cannot be estimated.

The computation rate of 25 fps in this current implementation
is below real time; a number of code improvements such as
conversion from MATLAB to C++ would lead to faster run
times. These processing steps could be performed in parallel as
each frame is effectively decoupled after the joint velocities and
accelerations have been recovered.

VI. CONCLUSION

This paper presents a method for extracting quantitative per-
formance measures from a rapid, commonly used clinical test.
This method was found to provide comparable estimates of
ground reaction forces, joint torques, and body momenta when
compared to a baseline active motion-capture model and instru-
mented force sensors. As only a single depth camera is used,
the time required to setup and collect movement data is ex-
tremely fast, without the need to calibrate and synchronise a
multi-camera setup and force sensors. No surface markers or
calibration actions are needed allowing for rapid patient testing
without significant additional training. The proposed system is
therefore presented as an inexpensive and feasible augmenta-
tion to the current FT-STS test already used in clinical practice.
While the implementation tested in this paper used angular states
recovered from a rigid-body depth camera system, the dynamic
and musculoskeletal models could be adapted for use with alter-
native camera systems, or sensors such as inertial measurement
units.

A. Limitations

While the system has been shown to be capable of provid-
ing an accurate assessment of the biomechanical states during

sit-to-stand, there are a number of limitations and modelling as-
sumptions. This paper presents validation on a relatively small,
homogeneous, cohort of ten asymptomatic subjects. While this
study shows an initial validation of the proposed system, a larger
study consisting of more heterogeneous subjects, especially spe-
cific clinical populations is needed. The low back rhythm and
vertebral model generated on these control subjects is assumed
to translate to clinical subjects. Depending on the clinical pop-
ulation, the assumption of a single point joint at the low back
may not be appropriate. The patients arms are not tracked and
modelled in this system. If patients require the use of chair arm
rests, or arm swing to generate sufficient momentum to stand,
the proposed dynamic model will need to be expanded to track
upper limb movement. Similarly, any significant motion outside
of the sagittal plane, such as asymmetric loading of the legs will
break the sagittal modelling assumption. Performing this mod-
elling and analysis in 3D may better capture these asymmetries,
improving the validity of this approach in subjects with abnor-
mal movement patterns. This system is currently being tested in
clinic on subjects with low back pain, and during recovery from
spinal fusion. By repeating some of these underlying analyses
on clinical subjects, the limitations of these assumptions and
necessary improvements can be identified.

APPENDIX

LIE GROUP NOTATION

This paper uses Lie Group formulations to model the subject
and perform inverse dynamics. This section summarises some
key concepts and notation for completeness. Full discussion on
this approach to rigid-body modelling can be found in geometric
robotic literature [26], [48].

Every rigid-body transformation can be represented by the
homogenous matrix gA,B :

gA,B =

[
RA,B qA,B

0 1

]
(15)

where RA,B and qA,B are the rotation and translation com-
ponents of the transformation. The rotation matrix and the ho-
mogeneous transformation matrix are elements of the special
orthogonal (SO) and special Euclidean (SE) Lie groups. These
Lie groups have the associated Lie algebras (so) and (se). In 3D
this the Lie algebra can be parameterised by the vectors ω ∈ R3

and V ∈ R6 where:

ω̂ =

⎡
⎢⎣

0 −ω3 ω2

ω3 0 −ω1

−ω2 ω1 0

⎤
⎥⎦V̂ =

ˆ[
ω

v

]
=

[
ω̂ v

0 1

]
(16)

and

R = R0e
ω̂ g = g0e

V̂ (17)

where R ∈ SO (3) and g ∈ SE (3).
This allows for two matrix forms of adjoint operator: ad and

Ad which are parameterised by an element of the Lie algebra
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and Lie group respectively:

adV 1 (V 2) =

[
ω̂1 v̂1

0 ω̂1

]
V 2

Adg1 (V 2) =

[
R1 q̂1R1

0 R1

]
V 2 (18)
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