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Abstract—Objective: Murmurs are abnormal heart
sounds, identified by experts through cardiac auscultation.
The murmur grade, a quantitative measure of the murmur
intensity, is strongly correlated with the patient’s clinical
condition. This work aims to estimate each patient’s
murmur grade (i.e., absent, soft, loud) from multiple
auscultation location phonocardiograms (PCGs) of a
large population of pediatric patients from a low-resource
rural area. Methods: The Mel spectrogram representation
of each PCG recording is given to an ensemble of 15
convolutional residual neural networks with channel-wise
attention mechanisms to classify each PCG recording. The
final murmur grade for each patient is derived based on
the proposed decision rule and considering all estimated
labels for available recordings. The proposed method
is cross-validated on a dataset consisting of 3456 PCG
recordings from 1007 patients using a stratified ten-fold
cross-validation. Additionally, the method was tested on
a hidden test set comprised of 1538 PCG recordings
from 442 patients. Results: The overall cross-validation
performances for patient-level murmur gradings are
86.3% and 81.6% in terms of the unweighted average of
sensitivities and F1-scores, respectively. The sensitivities
(and F1-scores) for absent, soft, and loud murmurs
are 90.7% (93.6%), 75.8% (66.8%), and 92.3% (84.2%),
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respectively. On the test set, the algorithm achieves an
unweighted average of sensitivities of 80.4% and an
F1-score of 75.8%. Conclusions: This study provides
a potential approach for algorithmic pre-screening in
low-resource settings with relatively high expert screening
costs. Significance: The proposed method represents a
significant step beyond detection of murmurs, providing
characterization of intensity, which may provide an
enhanced classification of clinical outcomes.

Index Terms— Murmur, Murmur grading, Phonocardio-
gram (PCG), Mel Spectrogram, Convolutional Neural Net-
works, Uncertainty

I. INTRODUCTION

C
ARDIOVASCULAR diseases are the leading cause of

death worldwide, accounting for approximately 31% of

all global deaths [1]. In high-income countries, coronary artery

diseases are more prevalent; on the other hand, congenital

and heart diseases have higher prevalence in low and middle

income countries, in which the healthcare system is over-

whelmed and patient prescreening and triage is inevitable.

Low and middle income countries also face challenges in

diagnosing and treating both congenital and acquired heart

conditions. This is mainly due to the lack of cardiologist

specialists in vast areas, which are under-resourced and have

limited access to health services [2]. In these settings, the

majority of patients are never visited by an expert cardiologist.

Digital heart sound auscultation through the phonocardio-

gram (PCG) allows a non-invasive assessment of the mechan-

ical activity of the heart, thus providing valuable early infor-

mation regarding congenital and acquired diseases in children.

In addition, digital cardiac auscultation, due to its low cost

and simplicity, can be carried out in point-of-care scenarios,

without requiring advanced training for heart sound collection.

On the other hand, the interpretation of auscultation sounds

requires intensive, prolonged training [3], [4]. Moreover, there

are also significant differences between the standards for PCG

diagnosis across different healthcare settings and countries.

As a result, PCG-based diagnosis of heart abnormalities re-

mains highly subjective. These factors have recently spurred

a renewed interest in developing devices powered by machine

learning algorithms for automatic heart sound analysis that

can help nurse practitioners and junior medical doctors with

the triage of the cases that are suspicious of serious heart

http://arxiv.org/abs/2209.13385v2


2 PREPRINT

abnormalities, which can be transformative and life-saving

globally and more prominently in low-resourced areas.

To this end, several solutions have been recently presented

that automatically classify heart sounds. However, most of

these methods focus on binary classification, thus providing

information only regarding normal vs. abnormal heart sounds,

or the presence vs. absence of heart murmurs. On the other

hand, the existing research efforts, which have attempted to

provide richer descriptions of heart sounds, are limited to

a small set of specific heart sound-inferred diseases. For

a general overview of recent solutions in automatic heart

sound classification, the reader is referred to [3], [5], [6] and

references therein.

In contrast with the majority of the current solutions for

automatic heart sound classification, clinical practice in cardiac

disease screening via auscultation usually consists of providing

a detailed characterization of the possibly present murmurs by

considering different aspects, including timing, shape, pitch,

and quality of the sounds. In particular, the Levine scale

is commonly used by clinicians to evaluate the severity of

systolic murmurs [7]. This scale represents a numeric score

ranging from 1 to 6 (from I/VI to VI/VI, using the standard

clinical notation for grading), which is associated with the

intensity and loudness of the murmur, as well as the locations

from which the murmur can be detected during the auscul-

tation process or during a physical exam. The information

carried by the analysis of the grading of murmurs with the

Levine scale is extremely important to detect heart defects,

as louder murmurs (grade ≥ III/VI) are more likely to be

associated with cardiac defects [8]. However, murmur intensity

is typically assessed by comparing one murmur to another, for

which no commonly accepted gold standard has been estab-

lished. Therefore, the evaluation of murmur grading can be

affected by ambient noise, patient anatomy (e.g., thicknesses

of the patients’ chest walls), and subjective judgments of the

clinician [8]. These factors strongly motivate the development

of automatic murmur grading tools capable of providing more

precise, robust, consistent, and objective outcomes.

The aim of this study is to develop a novel automated

algorithm to characterize a patient’s murmur severity grade in

three categories: absent (no murmur detected), soft (murmur

with Levine’s grade I and II) and loud (murmur with Levine’s

grade III and above). This is an attempt to provide automatic

analysis of heart sounds related to various pathologies and

deviates from previous multi-class PCG classification solu-

tions, which attempted to directly link heart sounds with

specific pathologies (described in Section II). The proposed

classification approach has the advantage of being suitable

for the implementation in a computer aided decision-support

system for auscultation-based cardiovascular screening, given

that it provides a clinically-based explainable characterization

of murmurs. The proposed approach is evaluated over a large

dataset of heart sounds collected in a real-world auscultation

setting, thus allowing the consideration of the effect of various

sources of noise in the automatic analysis of heart sounds.

In particular, the contributions of this research include:

A) defining a novel heart sound multi-class classification

problem using the definition of murmur grading based on

the clinically accepted Levine scale, B) developing a deep

learning solution for automatic murmur grading based on a

residual convolutional neural network (CNN) architecture and

channel attention mechanisms, and C) the evaluation of the

performance of the proposed solution for automatic murmur

grading on a large dataset that contains PCG recordings from

multiple auscultation locations, in real-world scenario with

frequent noise and disturbances.

II. PRIOR STUDIES

We review the state-of-the-art on binary and multi-class

heart sound classification.

A. Binary Heart Sound Classification

To date, numerous algorithms have been proposed to dis-

criminate between normal and abnormal heart sounds, or

to detect the presence of murmurs in PCG signals. Many

approaches focus on designing ad hoc features extracted from

the data for the PCG and machine learning classifiers [9]–[11],

while other approaches are based on deep learning solutions

[6]. These approaches do not require the computation of

ad hoc discriminative features, since the classifiers can be

directly applied to the PCG in the time domain [12]–[18] or

to some time-frequency representation of the PCG [19]–[22],

thus implementing an end-to-end system. For both kinds of

solutions, PCG classification approaches are often preceded

by a segmentation step, which identifies the S1 sounds, the

systole interval, the S2 sounds and the diastole interval in each

heartbeat. This step is useful to identify the position of mur-

murs, potentially leading to the extraction of more significant

features. On the other hand, the presence of murmurs and the

auscultation environmental conditions, especially in point-of-

care scenarios, often make the segmentation task challenging

per se.

Some of the prior studies included the murmur detection in

the segmentation algorithm pipeline [23], [24], while other

studies focused solely on the detection of the presence of

murmurs [25]–[27].

B. Multi-class Heart Sound Classification

Several attempts have been made in the literature to provide

a more complete characterization of heart sounds beyond

simple anomaly detection. As with the case of binary clas-

sification, multi-class approaches can be also categorized into

methods requiring manual design of discriminative features vs.

more recent deep learning approaches. In addition, some re-

search efforts have focused on characterizing different aspects

of heart sound recordings, such as specific heart valve diseases

[28]–[31]. These studies attempted to associate the presence

of murmurs with different pathologies such as aortic stenosis,

aortic regurgitation, mitral stenosis, etc.

Some studies performed a murmur detection task within

a multi-class classification framework. For instance, the au-

thors of [32] attempted to automatically detect inadequate

signals besides presence/absence of murmurs, thus obtaining

a sensitivity of 76.3% and a specificity of 91.4% for murmur
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detection. In [33], 36 patients were classified according to

the presence of physiological murmurs, mitral insufficiency

or aortic stenosis. In [34], an attempt to discriminate between

normal, murmur and extra-systole sounds was made. In [35],

different classifiers were analyzed to discriminate between

normal, systolic murmurs and diastolic murmurs sounds.

More recently, many teams developed algorithms to dis-

criminate between murmurs present, absence of murmurs and

unsure from multi-location PCGs for the George B. Moody

Physionet Challenge 2022. Teams were evaluated in terms

of a custom weighted accuracy metric, i.e. the teams with

the highest scores on the hidden test set were the winners

of the challenge. Details can be found in [36]. The top three

algorithms were [37]–[39]. In [37], the mel-spectrogram along

with some wide features (including demographic data, zero-

crossing rate or spectral bandwidth) were used to feed a CNN

with two branches. In [38], a hidden semi-Markov models and

recurrent neural networks were used for murmur detection and

robust PCG segmentation. Finally, [39] proposed a hierarchical

multi-scale CNN, spectrograms were calculated using different

scales and they were combined in a single CNN.

However, to the best of our knowledge, there are no existing

research that provide algorithms for fine murmur characteri-

zation according to clinically accepted grading criteria.

III. THE PCG DATASET

The dataset used for this study is a subset of a larger

dataset, namely the CirCor DigiScope PCG dataset [40], [41].

The dataset is a collection of heart sound signals collected

over two mass screening campaigns in the state of Paraiba,

Brazil, from July to August 2014 and from June to July 2015.

The main goal of gathering this dataset was to investigate

and categorize cardiac diseases in a pediatric and pregnant

population. Contrary to other PCG datasets [5], [42]–[44],

which typically consist of a single recording from a single

precordial location for each subject, the CirCor dataset con-

sists of multiple PCG recordings from multiple auscultation

locations. For most patients in the dataset, the PCGs were

recorded from four prominent auscultation locations: aortic

valve, pulmonary valve, tricuspid valve, and mitral valve.

However, some patients have recordings from fewer than four

locations; on the other hand, few patients have multiple record-

ings per location. The recordings were collected sequentially

(not simultaneously) from different locations. The number of

recordings, their location, and their duration may vary between

patients.

The entire dataset consists of 5272 PCG recordings from

1568 patients. The average age (± standard deviation) of the

participants is 6.1(±4.3) years, ranging from 0 to 21 years.

The PCGs were recorded with a sampling rate of 4000 Hz,

using the DigiScope Collector technology embedded in the

Littmann 3200 stethoscope [45]. The minimum and the max-

imum recording lengths are 4.8 s and 80.4 s, respectively. The

mean (standard deviation) heart rate is 102 (±20) beats per

minute (bpm), ranging between 47 and 193 bpm. A detailed

description of the dataset can be found in [40] and [41].

The dataset is extensively annotated with detailed murmur

characteristics. The annotations indicate the presence or ab-

sence of a murmur for each patient and provide a complete

description of a murmur event, such as its location, most

audible location, type, timing, shape, pitch, quality, and inten-

sity grade. The expert annotator also labeled each record as

murmur present, absent, or unknown (for low-quality records).

The murmur grading was annotated by an expert clinician

via listening to the audio recordings and visual inspection

of the waveforms. Murmur gradings were grouped in the

following three categories:

• Absent: This label indicates that no murmurs are present

in any auscultation location.

• Soft: This label corresponds to murmur grades I and II on

the Levine scale [7]. In addition, by convention, if not all

the locations were available and murmurs were present,

it was considered that the patient had soft murmurs.

• Loud: This label corresponds to murmur grades levels

III or above, on the Levine scale.

For the annotation of the dataset, the Levine scale was

slightly modified due to the following factors. First, grades

above III require physical examination, but the annotator could

only have access to the digital recordings. Therefore, grades

above III were grouped as loud. This was defined as more than

soft in other medical studies [46], [47]. Second, by definition,

grades above III correspond to murmurs that are audible in the

main four locations; but in our dataset all four locations are

not always available (missing data). In these cases, the patient

was labeled as soft. Lastly, grades I and II were grouped as

soft and were not further distinguished, as proposed in [48].

A murmur grade was associated to each patient, and the

annotator also labeled the location(s) in which the murmur

could be heard. Moreover, in the dataset, most murmurs are

present during the systolic phase [41]. There is only one

patient with only diastolic murmurs, so due to the lack of

samples, we solely analyzed systolic murmurs in this study.

The patient that only had diastolic murmurs was labeled as

absent and it was within the training set.

From the original dataset those patients labeled as unknown

(low-quality records) were discarded, which constituted less

than 8% of the data. In this study the training and validation

sets of the George B. Moody Physionet Challenge 2022

data were considered to design the method [36]. For this

subset, after removing recordings with unknown cases of

murmurs, 3456 recordings from 1007 patients were available,

492 male and 515 female. From these 1007 patients, 802

had no murmurs (absent), 153 had soft murmurs and 52 had

loud murmurs. Each patient contained a mean (±standard

deviation) of 3.4 (±1.0) recordings, and the duration of the

recordings ranged between 5.2-64.5 s, with a mean (±standard

deviation) of 22.8 (±7.3) s.

In addition, the hidden test data of the George B. Moody

Physionet Challenge 2022 was used to validate the algorithm.

After removing the unknown cases, the hidden test data con-

tained a total of 1538 PCG recordings from 442 patients (241

male and 201 female), 233 without any murmur, 50 with soft

murmurs and 21 with loud murmurs. Each patient contained

a mean (±standard deviation) of 3.5 (±1) recordings. The

duration of the recordings ranged between 4.8 and 80.4 s, with

a mean (±standard deviation) of 23.2 (±7.5).
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(a) Absent (b) Soft (c) Loud

Fig. 1. PCG examples in time domain and their corresponding mel spectrograms used as inputs of the deep neural network. In the time domain,
S1 and S2 are highlighted in orange and purple, respectively, and n.u. indicates normalized units.

IV. METHODS

The goal of this study is to estimate the murmur’s severity

grade (absent, soft, or loud) for each patient. As an interme-

diate step, we also evaluate the murmur severity (grade) for

each PCG recording (murmur locations were also annotated).

In order to classify each recording, 2-D deep convolutional

neural networks (CNN)s were used. This section includes a

description of the method, a simple data visualization, data

preprocessing steps, an elaboration of the classification model,

a final decision rule for murmur grading, and the evaluation

metrics.

Figure 1 demonstrates typical PCG examples of different

murmur grades in time and time-frequency (Mel spectrogram;

cf. Section IV-B) domains that the algorithm of this study tries

to discriminate.

A. Data Visualization

Before discussing the proposed method for classifying the

PCG recordings based on the CNNs, a simple quantitative

analysis among different murmur grades was conducted for

visualization purposes and a better understanding of the nature

of the problem.

Using the PCG segmentation annotations provided in the

dataset, we compared the mean absolute amplitudes of the

systolic phase for different murmur grades across all record-

ings. The corresponding distributions are shown in Figure 2(a).

Accordingly, absent and loud classes are well separated,

while identifying soft murmurs is more challenging, as the

distributions of absent and soft murmurs have significant

overlap. We also computed the mean and standard deviation

of power spectra across all recordings for each class, and

the result is shown in Figure 2(b). To calculate the spectrum

of each recording, the mean power spectrum among systolic

phases was computed using the periodogram. Again, by visual

inspection, discriminating between soft murmurs and heart

sounds without murmurs appears to be challenging.

B. Preprocessing

Each PCG recording was split using a sliding window of 3 s

without overlapping, and a 2-D representation of each segment

was obtained by using the logarithmic Mel spectrogram [49].

The spectrogram was calculated using parameters used in

previous studies [11], [21]: Hamming windows of 25 ms with

50% of overlap, and FFT of 512 points in the 0-800 Hz

frequency band, since murmurs are rarely manifested in higher

frequencies [50]. The choice of this specific frequency band

was the only filtering in the frequency domain on PCGs.

No further preprocessing was applied (e.g., spike removal

algorithms) in order to avoid distorting murmur components.

After passing through the Mel filter bank, a total of 32 values

were obtained per frame.

Thus, the 2-D representation of each 3 s segment of heart

sound recording is a 32×239 matrix. In this study, the Mel

spectrogram representation of the PCG was chosen, because

it is commonly accepted by the audio processing community

due to its similarity to human auditory perception. This is a

reasonable choice, since the algorithm is expected to replicate

human experts’ decisions. Note that the choice of the Mel

spectrum for PCG classification does not imply that the Mel

spectrogram necessarily outperforms other 2-D representations

of the PCG, such as wavelet transformation or Kalman-

based spectro-temporal estimation [51]. Figure 1 shows 1-D

and 2-D representations of the PCGs for examples without

murmur, with soft murmur, and with loud murmur. The 2-D

representation is the input of the deep neural network (DNN).

For the sake of training the neural network, recording-

level labels were generated. Note that the clinically significant

labels are patient-level labels. By convention, we consider that

each recording had the same label as the patient-level, except

those recordings/locations where the annotator could not hear

the murmurs. In that case, the labels were absent. Then, the

analysis windows of each recording inherited the recording-

level label.
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(a) (b)

Fig. 2. Results of the quantitative analysis: (a) mean absolute amplitude of the systolic phase per class, and (b) mean±standard deviation (shades)
power spectra of classes. In the figure n.u. indicates normalized units.

C. Neural Network Classifier

A fully convolutional residual neural network (ResNet)

with channel-wise attention was used to classify the 2-D

representation of each 3 s window. The ResNet architecture

relies on shortcut paths from and to layers at different stack

positions, in order to diminish vanishing gradient phenomena

during the training stage. The full architecture is shown in

Figure 3, which is composed by the following layers:

• Convolutional layer (Conv): The proposed architecture

contains a single convolutional layer of order 4×4 that

generates 8 different representations of the input (feature

maps).

• Batch normalization (BN): Channel-wise BN was used

as proposed in [52], in order to speed up the training

process, enhance generalization, and reduce the need for

hyper-parameter tuning. After BN, a rectified linear unit

(ReLU) function was applied to the outputs of the BN

block in some cases (see Figure 3 for the BN blocks,

which are followed by a ReLU).

• Dropout: The dropout rate was 20% before the clas-

sification layer and 5% in the residual blocks. [53]

recommended using L2 regularization with dropout to

avoid overfitting [53], so the rest of the layers were

trained using a regularization term of 10−3.

• Separable convolution (SepConv): SepConv layers per-

form depth-wise and point-wise convolutions to generate

M representations of the inputs [54]. Using SepConv

layers, instead of traditional convolutional layers, reduces

the number of the trainable parameters of the network,

thus avoiding overfitting. In this architecture, the order

of the depth-wise convolution was 1 and the order of

the point-wise convolution was L × L. In Figure 3, M
is shown for each residual block and L is 1 in every

shortcut, while L = 4 is adopted to transform the data.

When changing the dimension of the output for the

first time (when SepConv is present in the shortcut in

Figure 3), a stride of 2 was used in order to reduce the

dimension.

• Squeeze-and-excitation (SE): These layers are channel-

wise attention mechanism layers that adaptively recali-

brate feature responses [55]. This is done in two steps:

squeeze, where the global information of each channel

is embedded using global average pooling, and excita-

tion. For excitation, first two fully-connected layers are

applied. The first one is composed of M/r units, r being

the reduction ratio, and a ReLU activation function. The

second fully-connected layer is composed of M units

with a sigmoid activation function. Finally, the output

of the SE block is obtained by applying channel-wise

multiplication between the outputs of the second fully-

connected layer and the input feature map. The reduction

ratio was 8 (r = 8) in all layers. Lower values of r did

not improve the performance during the first experiments

within the training set, but increased the number of

trainable parameters.

• Global average pooling (GAP): The mean value for each

channel was computed as proposed in the original ResNet

[56], to obtain a feature vector of 64.

• Fully-connected layer (FC): A fully-connected layer

with three output neurons and softmax activation to

perform the classification task.

To train the neural network, the Adam optimizer was used

with a learning rate of 0.001, β1 = 0.9, β2 = 0.999 and

ǫ = 10−7, as suggested by [57]; where β1 and β2 denote

the exponential decay rates for the first and second moment

estimates, respectively, and ǫ is a small constant for numerical

stability. The number of epochs was fixed to 15 and the

loss function was the standard categorical cross-entropy. The

training batch size was 128. In order to address the issue of

class-imbalance, the number of instances per class within each

mini-batch was equalized. At each epoch, the majority class
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Conv

BN

ReLU

ResBlock (8)

ResBlock (16)

ResBlock (32)

ResBlock (64)

GAP

Dropout

FC

ŷ

1× 12000

32× 239× 1

32× 239× 8

16× 120× 8

8× 60× 16

4× 30× 32

2× 15× 64

1× 64

(a) Full architecture

Input tensor

BN

Dropout

SepConv

BN

ReLU

Dropout

SepConv

BN

SE

SepConv

+

BN

Dropout

SepConv

BN

ReLU

Dropout

SepConv

BN

SE

+

(b) ResBlock

Fig. 3. The full architecture of the residual neural network used in this
study (panel a) and the architecture of each residual block (panel b).

(absent) was randomly under-sampled without replacement

and the minority classes (soft and loud) were randomly over-

sampled until reaching a specific size, which is defined by the

batch size and the number of iterations.

Every hyper-parameter of the classifier, including filter

order, number of filters, and dropout ratios, was tuned using

10-fold cross-validation and a grid-search on the training set to

maximize the performance metrics explained in Section IV-G.

The search ranges were {2, 3, . . . , 6} for L, {4, 8, . . . , 24}
for the initial M , {0.05, 0.1, . . . , 0.4} for the dropout ratios,

{2, 4, 8} for r, {32, 64, . . . , 256} for the batch size, and

{5, 15, 25, 50, 75, 100} for the number of epochs.

D. Ensemble Learning

Ensemble learning is one of the oldest and most powerful

techniques in supervised machine learning [58], [59]. In this

case, ensemble learning consists of training multiple indepen-

dent DNNs. Training a neural network model using the same

training data may lead to different results due to different

random initialization, which end in different local minima after

the training process [60]. Nevertheless, this characteristic can

be used to boost the performance of the final classifier.

In this study, we used a 15-fold patient-wise cross-validation

committee to train the neural networks for each training subset.

We generated 15 replicates of the training data and removed

1/15 disjoint subsets of the data from each replica. By doing

this, we would have 15 subsets of the training data, and each

subset was slightly different from another subset. Each of these

subsets was used to train each of the 15 models. At the end,

a total of 15 models were trained using the same architecture,

but with different random seeds to initialize the trainable

parameters of the model and slightly different training data

(14/15 ≈ 93% of the training data are used in each set).

When applying the method to validation or test data, the

softmax outputs of 15 neural networks are computed for

each window, i.e. pi = {pi,absent, pi,soft, pi,loud} for i =
1, 2, . . . , 15. In order to make a decision about the window

of 3 s, the arithmetic mean is computed over fifteen models to

obtain three values, the likelihoods associated to each of the

classes:

pw,c =
1

N

N
∑

i=1

pi,c, (1)

where N = 15 is the number of classifiers and c ∈
{absent, soft, loud}.

E. Final Decision Rule

The analysis of the murmur’s severity and its corresponding

grade are achieved by a joint analysis of several recordings

from different auscultation locations. As a result, in our

signal processing pipeline, it is necessary to merge the class

continuous output (calculated using Equation 1) obtained for

each 3 s window to make a decision about the recording first,

and then make an overall decision about the patient.

For each recording containing j = 1, . . . , Nw 3 s windows,

the three p
(j)
w values for each window were first obtained

through Equation (1): p
(j)
w,absent, p

(j)
w,soft and p

(j)
w,loud. Then,

the arithmetic means of each pw over Nw windows were

computed, and the category associated with the maximum

likelihood was assigned to the entire recording. To assign a

class to a patient, the most severe grade level detected among

all recording locations of the same patient was assigned to

the patient, with an exception: in the case of patients for

whom only some of the auscultation locations were available,

even when the most severe grade was loud, we automatically

assigned the soft label in order to be consistent with the anno-

tation criteria described in Section III. This labeling strategy

is summarized in Algorithm 1. Note that the recording-level

results are intermediate results of the proposed algorithm, but

the overall (clinical outcome) are the patient-level results.

F. Estimation of the uncertainty

The ensemble of CNNs also provided information about

the uncertainty of the classifier’s decision. We computed the

standard deviation of pi for three classes in the window level,

to obtain γ
(absent)
i , γ

(soft)
i and γ

(loud)
i . The mean among these
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Algorithm 1 Final Decision Rule for Murmur Grading

if recordings from all locations are available then

patient-level label is the most severe label of recordings

else if all recordings are classified as absent then

patient-level label is absent

else

patient-level label is soft ⊲ See Section III

end if

three values was computed, resulting in the window-level

uncertainty measure γi. This uncertainty measure can be easily

extended to the recording-level, by computing the mean of all

γi values within the same recording (γr). Finally, patient-level

uncertainty, γp, was obtained by computing the overall mean

among all γr values for the same patient.

G. Evaluation Criteria

The models were first evaluated using patient-wise stratified

10-fold cross-validation in the training subset. The computed

performance metrics were the sensitivity for each class, the

unweighted (arithmetic) mean of sensitivities (UMS), the F1-

score per class, and the arithmetic mean of F1-scores.

Then, the proposed algorithm was validated using the test

set of the George B. Moody Physionet Challenge 2022 [36].

During the training process a total of 150 models were trained

(10-fold cross-validation and 15 models at each iteration;

Section IV-D), which were used to detect murmur’s severity

grading in the test data. A single run was performed on the

test subset.

H. Adaptation to normal/abnormal PCG classification

The same method was also tested for another different

task: normal/abnormal PCG classification using data from

the 2016 Physionet/Computing in Cardiology Challenge [42],

[61]. The task consisted of detecting abnormalities in the

PCG recordings. So the three neurons in the FC layer of the

proposed model (see Figure 3) were replaced by two neurons,

and the rest were untouched. Again, using windows of 3 s,

an ensemble of neural networks made decisions; then the

mean values among the recordings were calculated to make

the final decision. The method was evaluated in terms of the

challenge score: modified versions of sensitivity and specificity

were calculated first, and the final score was the mean value

among both [5], [42], [61]. Note that the unsure class was

not considered, but the challenge metric could be computed

anyway.

V. RESULTS

A. The Performance of the Proposed Model

The overall performances using 10-fold cross-validation

for patient-level murmur gradings were 86.3% and 81.6% in

terms of the UMS and average F1-scores. Due to our final

decision policy for murmur grading (see Algorithm 1), the

overall patient-level performances were significantly better

than overall recording-level performances (i.e., 79.6% and

UMS:86.3%, F1:81.6%
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Fig. 4. Confusion matrix for classification using 10-fold cross-validation.

77.8% in terms of the UMS and average F1-scores), because of

a better performance when detecting soft and loud murmurs.

However, the Se and F1-score for absent class were better

in recording-level. Note that the proposed algorithm requires

detecting absent in all the recordings from the same patient

in order to assign the label absent to the patient. Thus, the

patient-level Se for absent class was poorer than the recording-

level one (90.7% vs 95.0%), and despite resulting in a slightly

better patient-level positive predictive value (96.8% vs 96.5%),

the patient-level F1-score was for absent class was poorer than

the recording-level one (93.6% vs 95.7%). Again, it is worth

mentioning that the clinically relevant labels are patient-level

labels.

Figure 4 shows the detailed patient-level performance in the

form of the overall confusion matrix. The resulting patient-

level sensitivities (F1-scores) were 90.7% (93.6%), 75.8%

(66.8%), and 92.3% (84.2%), respectively for detecting the

absent, soft, and loud classes. As expected, soft murmurs were

the most challenging class to detect correctly. There are 98

(=75+23) misclassified cases between absent and soft classes.

The misclassified cases between soft and loud classes are 17

(=14+3). However, only one patient was misclassified between

absent and loud classes. The PCG recordings of this subject

were identified to be noisy. Moreover, the uncertainty of the

network was relatively high (cf. Section V-D).

To put it in perspective, the proposed method was also cross-

validated on the publicly available training set of the 2016

PhysioNet Challenge [61] using 10-fold cross-validation and

the resulting challenge score was around 90%. This perfor-

mance is similar to those obtained by the top two performing

algorithms in the challenge in their validation sets within the

training set [11], [17].

B. The Impact of the Analysis Window

The recordings of the training set contained a median

of seven windows of 3 s, which were used for algorithmic
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decision making. We observed that the recording-level perfor-

mance was correlated with the number of analysis windows,

and the obtained performance was better in longer recordings

as more windows were analyzed. For instance, the UMS and

mean F1-score were 78.1% and 76.4% for those recordings

with less or equal to seven windows. On the other hand, UMS

and mean F1-score were 80.8% and 79.3% for those record-

ings with more or equal to seven windows. Also, considering

only the recordings with ≥ 7 windows and analyzing the first

three to five windows, the recording level UMS and F1-scores

decreased approximately by 1 to 3 percentage points.

When we made the analysis with longer windows of 5 s

(resulting in fewer windows per recording) or smaller windows

of length 1 s, the cross-validated performances decreased,

demonstrating the fact that the window size should be long

enough to capture information about consecutive beats and

the murmurs. A window size of 3 s was found to be a good

compromise between the number of windows analyzed per

recording and the provided information about the beats and

murmurs. The same window size was reported in a recent

state-of-the-art algorithm for PCG processing [14].

C. The Effect of Neural Networks Ensemble

The proposed method was based on an ensemble of 15

neural networks, and the combination of all 15 networks

showed better performance than a single network, in average.

Figure 5 shows the cross-validated patient-level UMS and the

mean F1-scores as a function of the number of models in

the ensemble. Having 15 trained models at hand, by choosing

nm models (1 < nm < 15) from them, all possible

(

15

nm

)

combinations were considered. For each combination, the

performance metrics were computed. The mean for each nm

value is shown in Figure 5 with dots, and the shadowed

area represents ±standard deviation. A single model achieved

the UMS and the average F1-score of 83.4% and 75.8%,

respectively. Using 15 models in the ensemble, the UMS

and the average F1-score improved by more than 2.8 and

5.7 percentage points. Individual F1-scores for each class

improved from 89.7% to 93.6%, from 57.3% to 66.9%, and

from 80.4% to 84.2% for absent, soft, and loud murmurs,

respectively.

The performance of the model was further cross-validated

by increasing the number of models above 15 up to 20.

However, while the UMS increased by 0.2 percentage points

for 20 models, the F1-score decreased by 0.9 percentage

points.

D. Uncertainty analysis

For γi, γr and γp, the uncertainty was (statistically) sig-

nificantly higher for the miss-classified cases in the 10-fold

cross-validation scheme. For instance, the median (IQR) γp
was 0.11 (0.08–0.14) for correctly classified patients and 0.15

(0.13–0.18) for misclassified patients (p < 0.001). For the

patient that was misclassified between absent and loud classes,

the uncertainty was relatively high, with γp = 0.23. The

proposed approach is important for prescreening applications,

Fig. 5. Patient-level unweighted mean of sensitivities (UMS) and mean
F1-scores in function of the number of the models used in the ensemble.
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Fig. 6. Performance metrics and percentage of included patients when
considering only those patients with γp < γth

as it provides information not only about the grading of the

murmur, but also about the decision confidence made by the

artificial intelligent agent. The clinical staff may use these

algorithmic confidences, in their final decision-making. For

instance, a higher performance can be obtained for cases

with low uncertainty values and an expert could review the

uncertain cases.

To further demonstrate the effect of the uncertainty measure,

the uncertainty threshold γth was fixed and the performance

metrics were calculated only using those patients with γp ≤
γth. The results are shown in Figure 6. It can be observed that

for lower values of γth the performance metrics are better,

but the percentage of included patients is lower. For instance,

discarding less than 7% of the patients boosted the UMS and

average F1-scores by approximately 2 percentage points.
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UMS:80.4%, F1:75.8%
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Fig. 7. Results on the test set

E. Results on the hidden test data

The obtained confusion matrix for the test set is shown in

Figure 7. Overall UMS and F1-scores were 80.4% and 75.8%,

both dropped ≈ 5 percentage points compared to the 10-fold

cross-validation performed with the training data. Again, only

a single patient was misclassified between absent and loud

classes.

Longer recordings showed better recording-level perfor-

mance, as in the training set. For instance, those recordings

with more than 7 windows showed a UMS and F1-score of

77.7% and 75.4%, respectively, while those recordings with

less than 7 windows showed a UMS and F1-score of 74.2%

and 73.3%.

Finally, the estimated uncertainty showed a median (IQR)

of 0.12 (0.10-0.15) for correctly classified patients and 0.16

(0.14-0.19) for those patients that were not correctly classi-

fied. Although the numbers changed slightly, the uncertainty

measurement still showed statistically significant differences

between correctly classified patients and misclassified patients

(p < 0.001).

F. Comparison with other algorithms

Although we cannot compare our methods with other state-

of-the-art algorithms due to mismatches in their objectives,

we can still adapt the output of our algorithm to calculate the

performance of the binary classification (murmurs absent vs.

present) for comparison. If we group soft and loud classes

into present murmurs, then the cross-validated sensitivity and

specificity of murmur detection would be 88.3% and 90.7%,

respectively (see Figure 4). For the test set, the sensitivity and

specificity would be 86.9% and 89.2%, respectively (see Fig-

ure 7). These numbers are in line with the performance of the

state-of-the-art algorithms. However, one should be aware that

the performance of the murmur detection algorithms strongly

depend on the training and test datasets; more specifically, the

performance of the algorithms depend on the amount of soft

murmurs present in the dataset.

VI. DISCUSSION

A. Murmur Grading

Murmur grading is one of the fundamental steps toward the

comprehensive characterization of murmurs. The most com-

mon method to characterize the grading is the Levine scale [7];

but due to its complexity, alternative murmur grading scales

have been explored by the medical community [46]. Within the

biomedical engineering and machine learning communities,

many efforts have been made to detect the presence or absence

of murmurs [27], [32]; but automatic methods of murmur

grading have not been proposed yet. This study presented a

fully automatic algorithm for murmur grading.

Murmur grading, per se, has clinical significance, since

louder murmurs are associated with different cardiac patholo-

gies. Softer murmurs may be innocent or pathological, and

they may manifest for the first time during the early stages

of many cardiac diseases. In fact, a recent study showed that

males with soft murmurs had an increased risk of aortic valve

replacement [62].

The dataset used in this work was recorded during a public

prescreening campaign in a rural area, and detecting soft

murmurs in such scenarios may lead to earlier detection of

many cardiac disorders, which may improve the quality of

life of the patients and reduce costs. However, soft murmurs

were the most challenging to detect correctly, which has been

observed by another recent study too. For instance, Chorba

et al. [32] reported that the sensitivity to detect the presence

of murmurs improved from 76.3% to 90.0% when discarding

grade I murmurs.

B. Segmentation vs. No-segmentation

Many algorithms use a segmentation step in order to ex-

tract information from the PCG, including algorithms based

on DNNs [6], while other research have not applied any

segmentation as an intermediate step [11]. In this study, no

segmentation algorithm was used, due to two key challenges.

Firstly, the recordings were captured in a mobile setting with

varying conditions. Factors such as background noise com-

plicates the automatic segmentation task. Secondly, automatic

segmentation algorithms usually perform worse when mur-

murs are present, and their error may propagate into the main

algorithm and reduce the performance of any classification

algorithm.

C. The Choice of DNN

Separable convolutions reduced the number of trainable

parameters (≈33,000 in the proposed architecture) and pos-

sibly improve the generalization capability. Using regular

convolutions increased the number of trainable parameters

(≈312,000) and led to a similar cross-validated F1-score

(81.6% vs. 82.1%), but the UMS decreased from 86.3% to

82.7%. The highest decrease was observed in the sensitivity

of soft murmurs, from 75.8% to 60.8%. Adding SE blocks

also improved the results, the same architecture without these

blocks lead to a cross-validated UMS and F1 scores of 85.3%

and 80.4%, 1 percentage point below the best cross-validated

scores.
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We also tested other algorithms and architectures that

achieved good results for binary PCG classification over other

datasets and tasks (e.g., normal vs abnormal classification),

including solutions based on 1-D CNNs [14], VGG-like CNNs

[19], and solutions based on hand-crafted features without

previous segmentation [11]. However, in all the cases we

obtained inferior results.

The proposed algorithm was able to estimate the uncertainty

of the class labels. It is practically very important to report al-

gorithmic diagnosis together with their confidence/uncertainty.

This helps experts in confirming or rejecting algorithmic

outcomes and in their decisions regarding the border cases

that require further investigation by medical experts.

D. Study Limitations and Future Work

This study has four main limitations, which are associated

with the utilized dataset. The first limitation is that a single

expert annotated all the data. Murmur grading annotations

are subjective, and having more annotators would reduce the

bias. Secondly, the patients used in this study are limited to a

specific population, multi-center studies are needed to further

confirm the obtained results. Thirdly, the murmur grading was

divided into three different groups; thus, a single grading

mechanism was tested. Future studies should also consider

other grading scales to analyze the reliability of the algorithms.

Finally, the algorithm was tested using systolic murmurs only.

Although it may be reasonable to infer that the algorithm

should work well during diastolic murmurs, further studies

are needed to confirm this in the future.

Another possible future line of research is the full character-

ization of murmurs, which includes the automatic estimation

of other characteristics such as timing, shape, pitch, or quality

in addition to murmur grade. Since the dataset used in this

study includes those ground truth labels [41], the development

of automated algorithms is feasible in the future.

VII. CONCLUSION

This paper presented a novel algorithm for multi-class

murmur detection and murmur grading, based on heart sounds,

in a population of mostly pediatric patients. In the future,

implementing the proposed algorithm on edge devices would

support clinicians for pre-screening purposes, not only giving

feedback about the grading but also measuring the uncertainty

about the decision made by the algorithm.
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