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ABSTRACT
We describe a next-generation integrated Digital Library (DL) sys-
tem that addresses the numerous goals associated with long docu-
ments such as Electronic Theses and Dissertations (ETDs). Our ex-
tensibleworkflow-centric design supports a variety of users/personas
(e.g., researchers, curators, and experimenters) who can benefit from
improved access to ETDs and the content buried therein. Our ap-
proach leverages natural language processing, deep learning, infor-
mation retrieval, and software engineering methods. The services
cover ingesting, storing, curating, analyzing, detecting, extracting,
classifying, summarizing, topic modeling, browsing, searching, re-
trieving, recommending, visualizing/reporting, and interacting with
ETDs and derivative text/image-based elements/objects. Workflows
connect the services and their APIs, along with UI-based access.
We believe our approach can guide others to combine tailored user
support, research, and education by way of extensible DLs.

CCS CONCEPTS
• Information systems → Digital libraries and archives; In-
formation retrieval; Document representation; Retrieval tasks and
goals.

KEYWORDS
Digital Library, Information System, Information Retrieval, Deep
Learning, NLP

1 INTRODUCTION
The digital library (DL) community faces many challenges. We
propose a new approach to developing DLs that benefits diverse
users. This paper describes some of those challenges and bene-
fits, explaining our system architecture, research investigations,
implementation, and results. Research questions include:

(1) How can a DL support a diverse set of user personas, in-
cluding curators, experimenters, and a variety of general
end-users – with diverse interests in accessing content?

(2) How can a DL better support access to long and complex
documents, going beyond the traditional paradigms that
only consider metadata or full-text (documents as a whole)?

(3) How can user interfaces (UIs) and services be connected by
integrating: ingesting, storing, curating, analyzing, detect-
ing, extracting, classifying, summarizing, topic modeling,
browsing, searching, retrieving, recommending, visualiz-
ing/reporting, and interacting with content – that leverages
natural language processing (NLP), deep learning, informa-
tion retrieval (IR), and software engineering methods?

(4) How can a DL be made extensible, so it is easy to enhance
to support additional personas, changing user experience
(UX) requirements, improved methods/technologies, and
diverse hardware/cloud environments?

(5) How can academics advance their research while at the
same time help students by way of problem/project based
learning and mentoring by subject-matter experts (SMEs)?

The problems related to handling long documents (e.g., elec-
tronic theses and dissertations – ETDs [53]) provide an appropriate
context in which to answer these questions; see Table 1. Libraries
have long provided metadata based support (based largely on title,
keywords, and abstract) for books and other long works. Surpris-
ingly, the IR and DL communities have done little to improve that
support, in spite of decades of improvements in the handling of
short works (e.g., web pages, papers, and articles). Full-text search
and passage retrieval [41, 64] provide some assistance, but help little
to address context, which for shorter works has been managed by
way of fields; those have little use when documents have complex
structures. Further, XML-based techniques have had little appeal
for users [25, 33, 42, 54]. Special methods have been developed for
document elements like figures [39], tables [2, 47, 58], equations
[63], and references [17, 59] – but there has been little integration
of those methods in support of DLs handling long documents.

Books are ubiquitous in scholarship. They are used by learners
up through the college years, and are the most important type of
work in many disciplines (e.g., humanities). Highly visible, books
have long had identifiers (ISBNs and DOIs) and are easy to cite.
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Table 1: SystemWorkflows and Services for Stakeholders (User Personas)

Workflows Services

Curator ETD Curation Usage Statistics Upload ETDs;
Provide metadata

Browse, validate,
update ETDs

ETDs Stats

Researcher

ETD/Chapter
Search

ETD/Chapter
Categorization; Topics

ETD Object Detection Indexing; Ranking ETD
Summarization

ETD/Chapter
Recommendation

Recommendation ETD/Chapter
Categorization

ETD Topic
Modeling

Experimenter

Search for
ETDs/Chapters

Get
recommendations

Run experiment with
selected options

UI service to display
the experiment result

Log and display
results

View documents User management Log results with
timestamps and metrics

Run experiment with
selected options

They are highly regarded for those seeking promotion or advance-
ment, including graduate students completing their research and
degree programs by filing an ETD, which usually is freely avail-
able to the world, facilitating open access knowledge sharing with-
out economic barriers [71]. Thus the set of personas associated
with ETDs is broad, including student authors, student learners
and researchers, faculty, those in the global research community,
university curators (e.g., librarians and archivists), and graduate
administrators. Added to that set are those in the IR and DL com-
munities engaged in research on long documents, who are just
beginning on the long required process of devising new approaches
and evaluating them experimentally.

To support all these personas and their needs, an integrated DL
system could provide a framework, if an extensible architecture
could be employed. Given the current technologies involved in the
IR and DL fields, there are many dimensions requiring extensibility.
One involves handling the growing number of user personas, and
ever changing UX and UI requirements. Regarding use cases, some
seek to: learn by way of Literature Review chapters, identify what
to study among the References cited, find a reproducible approach
detailed in a Methodology section, choose metrics and Evaluation
techniques, identify open problems mentioned as Future Work,
check on the effects of sponsoring research by extracting from
Acknowledgments, or find Datasets to work with. Regarding use,
many expect support for searching, browsing, recommending, vi-
sualizing, and summarizing – leveraging classification and/or topic
modeling systems. Another dimension involves the many types of
document elements found in works like ETDs, some of which are
rare, making it hard to apply deep learning methods. Yet another
involves the diversity in the works, varying across: disciplines, na-
tional/regional/local/school/department settings, styles and struc-
tures, scanning/OCRing techniques, digital publishing methods,
terminology and language use, and use of multimedia/hypermedia.
Regarding implementations, there are constant changes in software
engineering and hardware/cloud environments and approaches.

Given the need to implement such a system, and the limited
resources available to libraries and DL researchers, it is fortunate
that problem/project based learning provides a setting for graduate
students to assist, and help build this system [19, 26, 37, 57, 66].

2 USAGE SCENARIO/USER PERSONAS
A commonly used tool for user experience design is the develop-
ment of user personas. A user persona represents a class of users,
based on common goals, motivations, and behaviors. In developing
these personas, we borrow from the 5S framework for DLs [24].
We base our user personas on the societies construct of 5S. For this
work, we have created three user personas: curators, researchers,
and experimenters. We describe the needs, workflows, and system
requirements for each persona in the paragraphs that follow.

The curator persona represents those responsible for collecting,
managing, and preserving digital collections, and ensuring long-
term access to digital resources. To support their needs, the DL
should provide a suite of collection management tools to allow the
curator to organize collections and create / edit metadata. Curators
create, upload, and edit digital items and metadata in batches, as
well as one at a time. Curators also track usage and performance,
so the system should provide analytical tools to measure and report
system usage patterns and other metrics. In this regard, curators
overlap with those administering graduate programs and those
overseeing academic research, i.e., who engage in analysis and
reporting; curators can assist them in those activities. Moreover,
curators should ensure the long-term preservation of digital assets
by monitoring the integrity of digital assets to make sure that none
have become altered or corrupted, so that the archive remains trust-
worthy and accessible. The curator should set access restrictions
based on user roles and permissions to ensure the privacy and se-
curity of sensitive information. The curator also needs to be able
to quickly find items in the DL, so the system needs to facilitate
advanced search and browse functionality. The curator needs a
DL system that is interoperable with other parts of the curation
workflow, so the system should adhere to open standards for inter-
operability. Finally, the curator personawould benefit from a system
that integrates machine learning or AI in support of curatorial tasks,
such as automated metadata generation, format conversion, and
machine-generated summaries, keywords, or related works, which
could help end users to discover and understand the content.

The researcher persona represents the learners, students, faculty,
and community of researchers who use the DL. Most researchers
have a background in a specific field of study. They may be working
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at a university or research institute, or as an independent scholar.
Researchers use DLs to support their research workflows, which
include searching, browsing, reading, and downloading informa-
tion resources, as well as collecting and analyzing data, and syn-
thesizing findings. They may use tools within the DL system to
annotate items, visualize data, and share data or findings with other
researchers. To serve the needs of researchers, the DL should facili-
tate advanced search and browse capabilities, e.g., faceted search,
results filtering, and NLP. The DL should adhere to open standards
for interoperability and integrate seamlessly with other tools in the
research workflow. The DL should provide a personalized experi-
ence, allowing researchers to customize UIs, save search queries
and result sets, and get personalized recommendations. Likewise,
the DL should provide access controls ensuring secure protection of
sensitive information. A DL built for researchers might also include
features for data visualization and collaboration among researchers.

We separate the experimenter persona from other researchers
due to their unique needs, which partially overlap with that of
developer. Experimenters use the data contained in the DL for com-
putationally intensive work, such as text and data mining or sta-
tistical analysis. To support the needs of experimenters, the DL
system will need to be designed to support large data sets and high-
performance computing resources. The DL should support open
data interoperability standards to integrate with experimenters’
workflows, collaboration, and reproducibility. Experimenters also
require a system that provides them tools for organizing and man-
aging data and workflows, including version control. Additionally,
the DL should provide experimenters with access controls that en-
sure secure protection of their data, their workflows, and any other
sensitive information. Thus, experimenters include many in the DL
R&D world, including data scientists, algorithm developers, system
builders, and a broad range of innovators.

3 FRAMEWORK
Figure 1 illustrates the architecture of our system and its key
dataflows. Services correspond to user tasks that address user goals,
which are based on customer discovery [81].

3.1 Architectural Elements
3.1.1 User-facing Services. There is support through UIs for each
of the 3 personas, including searching and recommending over
a collection of ETDs and related digital objects. Our approach to
achieve such is to build containerized micro services. Examples are:

• A front-end service which lets users enter queries, and aims
to show relevant documents and digital objects.

• A search service to index and search documents, as well as
log user interactions.

• A recommendation service that builds and leverages models
which consume user logs and ETD data.

3.1.2 Underlying Services. We use ElasticSearch[6, 15, 40] to index
and search over the ETD metadata and chapters. We created a
REST API abstraction to interact with ElasticSearch using a Python
Flask [16] server. The search service uses the Python requests [60]
library to query the curator team’s GET ETD API to receive ETD
metadata and the chapter objects related to the ETD. We use the
sentence-transformers [21] Python module with the distilroberta

[74] language model to create dense vectors for abstract and title
text, and index them into ElasticSearch. We utilized a variety of
tools and libraries to build our system. To aid those interested in
reproducing our efforts, we explain the versions and details [22].

3.1.3 Search Specifics. Specific details of our work with Elastic-
Search (ES) include: (1) Proper configuration of elasticsearch.yml for
logging, security, etc.; (2) Using docker-compose.yml to container-
ize the ES cluster so as to easily run locally; (3) Index templates;
(4) SQL queries to query data from a relational database; (5) Code
to massage the queried data into JSON format that is compliant
with the ES schema; (6) Code to index the data from previous steps;
(7) Code to allow updating of indexed documents with new data;
(8) Querying ES over digital objects and get appropriate results;
(9) Dockerfile that containerizes the code and ES; (10) Uploading
PyTorch machine learning models to ES from v8.x and using it for
text embeddings and vector search; and (11) Employing the kNN
API available from ES v8.x.

3.2 Content and Representation
Out of a collection of roughly 1/2 million ETDs collected from
around the USA, we identified a subset of 57,129. From this we se-
lected a 5K subset suitable for students to process during a semester
long course (CS5604 in Fall 2022). The content and representa-
tion layer includes a repository with database tables (including for
metadata) and a file system for larger entities. There are APIs for
accessing and communicating with the repository.

3.2.1 Database. We use a PostgreSQL server with 9 database ta-
bles. One is for the abstract ETD, and another for each version of
its metadata. There also is a table for an abstract derived object.
Tables associated with objects include: metadata, summarization,
classification, and topic set. Since there can be multiple schemes for
topics and classification, there are tables to specify each of those.
An ETD identifier is given as a 7 digit integer.

3.2.2 File System. There is an hierarchical directory structure, with
upper level for the collections and lower level for the different ETDs
in a collection. With our sample collection, it suffices to have a 3
digit number for each source collection, and a 4 digit number for
the different ETDs in a collection. Each ETD has subdirectories for
the different types of associated or derived content.

3.2.3 APIs. Our system also provides APIs to read/write/update/
delete records in the database and entries in the file system. This
allowed the rest of the system implementation to proceed based
on API calls, thus decoupling it from repository operation. Student
teams all agreed on the specifications for the APIs, which are listed
in Table 2. The APIs can be grouped as follows:

• Curator Webpage: Help the curator to access the ETDs
and perform basic operations like create, read, and update.

• Accessing File System: Help access digital objects in the
file system. The upload API response is the absolute path.

• Accessing SQL Database: Help other teams to save their
results in the database and access existing ETD data.

• Logging: We track the users’ search queries and the results
they click on. User ID and ETD ID pairs can be found in Elas-
ticSearch logs, and help with recommendation. We expose
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Figure 1: Architecture of an extensible IR system. Oval = input/output data (indexed for search). Square = service.

Table 2: API List. Key for Personas: C= Curator, E=Experimenter, R=Researcher

Purpose Method Description Persona(s)

Get Statistics Report of School Con-
tribution Amount

GET Provides statistical reports of the stored ETD collections; intended mainly
for front-end page use.

C

Get ETD and its Object GET Returns all ETDs along with their objects. The “start” and “limit” parameters
define the pagination function.

E R

Get ETD PDF by etd_id GET Returns the ETD PDF by etd_id. E R
Get ETD by etd_id GET Returns an ETD corresponding to an etd_id. E R
Get Objects by etd_id GET Returns all object details that belong to the ETD. E R
Save Summarization POST Takes a JSON object with two fields and values, and inserts into the sum-

marization table with the associated object_id.
E

Save Classification POST Given a model and set of labels, inserts into classification tables. Updates
object_classification table. label name = class_name

E

Get Object Relations Present in the
Knowledge Graph by etd_id

GET Returns object relations present in the knowledge graph. R

Get Object File by object_id GET If the type of the object is an image, this API returns the image file. R
Save Object Topic POST Takes a JSON body with a set of topic terms and the probability of each

term. Saves it in the relevant topic-related table.
R

Get ETD Page Image GET Returns the specific page of the ETD. R
Add New ETD POST Adds a new ETD to the database and uploads the file to the file system. C R
Save Detected Object POST Saves a PDF/image file into the file system, and inserts a row into “object”

metadata table with file system path and object type. Returns object_id.
E R

Save Detected Objects POST This batch-upload version of the “Save Detected Object” API takes a ZIP
file and a list of objects in JSON format.

E R

Save ETD Page Images POST Saves the generated page images for a particular ETD. E
Save Topic Modelling Results POST Saves the generated topic modeling results. R

the logged data to the recommendation model through an
API. The recommendation system calls the API endpoint
with a user ID and receives the user’s history of search
queries with the search results they clicked on.

3.3 Workflows
While system operations can proceed with code calling APIs, a
higher level of abstraction results from running a series of services
by calling a workflow that connects them. We use Apache Airflow
to execute workflows that are specified as directed acyclic graphs
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Figure 2: Workflow Automation UI. (a) Goals, (b) Services.

of services. To further simplify the implementation, we provide an
extensible infrastructure (see bottom right of Figure 1) so goals can
be interpreted by a reasoner, which refers to a knowledge graph
that associates goals, workflows, and services. To allow no-code
specification of the workflows we include a UI with screens to
describe and connect the goals (Figure 2 (a)) and services (Figure
2 (b)). Thus, a UX researcher (UX-R) can specify the design of a
workflow-centric DL system, according to an in-depth description
of the methodology for building an extensible information system
[23].

Examples of information goals (in the domain of long document
IR, with ETDs) for researcher persona are: (1) extracting full-text
from PDF, (2) extracting chapters, (3) extracting tables and figures,
(4) classifying chapters into custom categories, etc.

Experimenter personas want: (1) to access training data for their
models, (2) a platform to train a machine-learning model to perform
object detection and topic modeling, (3) to run experiments using
these models and compare their results for optimal use, (4) to offload
the results of a trained model to a persistent storage, etc.

The current DL includes workflow implementations for long
document Segmentation, Classification, Summarization, Object de-
tection, Indexing, among others.

4 CORE SERVICES FOR CURATORS
From the content provider’s perspective of the system, we have
five major components in the system design: the cloud server, the
PostgreSQL database, the file system, the Flask web application for
the curator, and the APIs for the experimenters.

Our local Kubernetes Docker cluster orchestrates the containers
with PostgreSQL, Flask, and other necessary packages. The file sys-
tem is mounted from the database container, which has information
about the file system location of each ETD. The Flask application

Figure 3: Workflow for ETD processing

runs on a container which not only hosts the web application that
the curator uses, but also provides the APIs so other users can
interact with the database and file system.

The Docker containers simultaneously support multiple per-
sonas, with whom they interact at different stages. Read and write
performance is not affected when the other users are reading or
inserting data like object images, chapter summaries, etc.

The web UI uses Flask, where curators access ETDs using the
Flask framework in Python. It includes extended APIs for CRUD
operations running on the container cluster. Figure 3 shows the
workflow that curators use to add and process ETDs.

5 CORE SERVICES FOR RESEARCHERS
5.1 Segmentation, Classification, and

Summarization
A student or a researcher wants to access a particular section of
interest from an ETD. To do so, they will need more information
about each of the chapters to determine whether the content is of
interest.

Once a user uploads an ETD, the segmentation pipeline pre-
dicts the chapter boundaries and creates chapter PDFs. Users have
used the segmentation pipeline to segment 5000 documents using
the model described in Section 7.2.1. Segmented chapter PDFs of
these 5000 documents are stored in the database and can be used
by other services like summarization and classification. A PDF
parsing and cleaning pipeline follows the segmentation pipeline.
PDFPlumber [67] is used to extract text from the PDFs. To ensure
that we only provide text to the downstream services, both tables
and figures are removed from the extracted text.

Our segmentation work is based on [52]. The deep learning
pipeline for segmentation uses both image and text features as
sequence elements. A VGG model was used to extract image fea-
tures, whereas Glove and FastText were used for text embedding.
An LSTM was trained with extracted features from both text and
images. Training and validation were done on 1459 ETDs (80/20
split). The testing was done on 150 ETDs. The test set consists of
documents from both arXiv and non-arXiv sources. The model used
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Table 3: Evaluation of classification models. Optimizer:
Adam E; Learning Rate: 5e-5; Batch Size: 8; Epochs: 8

Model Accuracy F-1 Chapter/
Name (%) Score (%) Summary
BERT-base 64.75 56.28 Chapter
SciBERT 80.77 77.5 Chapter
BERT-base 63.01 54.41 Summary
SciBERT 70.89 67 Summary

for segmentation predicts one of six labels. We look at the ‘Chapter
Start’ label to detect chapter boundaries and segment the ETD into
chapter PDFs. The ‘Chapter Start’ label has a F1 score of 72% with
83% Precision, and 77% Recall.

The classification service uses the extracted chapter text as its
input. Our classification task was done using language models.
Chapter classification was done using both full text and the chapter
summary as the input. Some of the models used for the experiments
are (1) Language model-based classifiers – BERT, SciBERT, and
Longformer; and (2) Machine learning-based classifiers – SVM
and Random Forest. 3742 chapter text was used to fine-tune the
language models. For the classification task, a dataset comprising
27 different classes was chosen. The classification evaluation test
set consisted of 749 chapters. The models are available to use by
the experimenter as described in Section 6.1. The performance is
depicted in Table 3. We conclude that SciBERT on chapter text has
better overall accuracy and F1 scores for predicting classification
labels. Thus, this model is used to generate classification labels on
5000 ETDs; these are stored in the database.

Similar to the classification service, the summarization pipeline
takes the extracted chapter text to generate chapter summaries.
We used various summarization models in the experimental setup
of the task. Our summarization pipeline supports both abstractive
(BigBird [84] pre-trained on the BookSum dataset) and extractive
summarization (TextRank, LexRank, and LSA)models. In Section 6.1
we describe our results of implementing and testing these mod-
els. We ran the summarization pipeline on 5000 documents using
TextRank. The service produces a list of chapter summaries, one
for each chapter, which the DL subsequently stores in the data-
base. The chapter summaries are available for use in tasks such
as classification, search, and recommendation. Furthermore, the
summarization service for experimenters supports all of the sum-
marization models. Figure 5 (c) displays the document view page
of an ETD with chapter summaries and classification labels.

5.2 Object Detection
The object detection module takes as input a PDF version of the
document, and produces a parsed version in a structured XML for-
mat. It uses object detection models such as YOLO [79] that have
been trained on a dataset consisting of ETD-specific elements [3, 4].
The PDF document is first split into individual page images, each
of which is then fed to the object detection model for extracting
elements on the corresponding pages. More specifically, after creat-
ing the page images from the ETDs using the PDF2image Python
library, we train YOLOv7 [80] and Faster R-CNN (Detectron2 [83])
to extract objects such as the metadata, figures, tables, chapters,

Figure 4: Object detection example

titles, and paragraphs – yielding both image-based and text-based
objects. The resultant XML document consists of different elements,
which are broadly divided into three categories:

• Front Matter: includes metadata elements, e.g., document
title, author name(s), degree, university, etc. Other elements
give an overview of the document, such as the abstract and
list/table of contents.

• Document Body: is the main part of the ETD, consisting
of a list of chapters. Each contains respective sections, with
their paragraphs, figures (and captions), tables (and cap-
tions), equations (with numbers), algorithms, and footnotes.

• Back Matter: includes references and appendices.
Figure 4 shows examples of detected objects (bounding boxes and

object categories) from an ETD page. The content (i.e., text) from
text-based objects, such as paragraphs, captions footnotes, etc. is
further extracted using text extraction tools such as PyMuPDF[49]
or OCR, before being populated in the XML.

5.3 Topic Modeling of ETDs and Chapters
Our framework allows users to select one of the topic modeling
techniques, and the number of topics, and to get the resulting topics.
This service includes three major components:

• Documents per Topic Distribution: This module helps
users find the most popular topics in the document collec-
tion. Given a threshold value and a topic, this component
calculates the number of documents in the database for
which the given topic’s probability exceeds a threshold.

• Topic List: For every topic, this module shows the top 10
words that are representative of that topic; the set thus
serves as a type of label.

• Similar Topics: Some users work in interdisciplinary fields.
In such instances, it is often desirable to show a list of
related topics to the user. This is done based on similarities
between different rows of the topic-word matrix.
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In this study, we utilized the Python library OCTIS [73] to train
several models, including Latent Dirichlet Allocation (LDA) [13],
Neural LDA [69], Product of Latent Dirichlet Allocation (ProdLDA)
[69], and Correlated Topic Model (CTM) [11], on a dataset of ETDs.

5.4 Search and Recommendation
The search service is responsible for indexing and searching over
all the ETD metadata, figures, chapters, and other digital objects. A
researcher wants to search and browse over a collection of ETDs
and their elements, across various universities and disciplines, and
be able to view a list of ETDs ranked for relevance to the user
query. The service runs as a container and interacts with Front-
end, ElasticSearch, and Database containers, as shown in Figure 1.
The service queries the database using the APIs provided by the
curator team, and indexes the ETDs and other digital objects into
ElasticSearch. Flask [16], a micro-web framework, is used to create
an API endpoint to receive queries from the front-end. We then
create a search query and use an ElasticSearch client to search over
the ElasticSearch index. Conventional methods like inverted index
and ML based models like kNN are considered and implemented
to improve the search. We use different metadata fields like author,
university, major, etc. to sort and filter the search results. By default
we sort the documents based on the estimated relevance score
provided by ElasticSearch [14], as was done by a prior class team
[45]. The search service logs the user queries and demographics,
and makes it available for the recommendation engine to provide
user-based recommendations.

We index the following items into ElasticSearch: (1) ETD meta-
data which has text fields like author, abstract, title, etc. (2) Chapter
summaries, classification labels, and other chapter-related objects.

Figure 5 (b) and 5 (d) display screenshots of the UI for our DL
system for search. We implement the following search methods to
search over ETD metadata and chapters.

• ElasticSearch’s default method, which uses keyword match-
ing to search through the documents.

• kNN search, which finds the k nearest vectors to a query
vector, as measured by a similarity metric. The indexed
documents consist of a field of type dense vector.

• A hybrid search method that performs kNN and keyword-
based search independently, and then returns top results
based on the combined score (e.g., 0.9 ∗𝑚𝑎𝑡𝑐ℎ_𝑠𝑐𝑜𝑟𝑒 + 0.1 ∗
𝑘𝑛𝑛_𝑠𝑐𝑜𝑟𝑒).

The recommendation module recommends similar ETDs as
ETDs of potential interest to the user. A researcher expects a person-
alized experience from a DL system, and the recommender model
provides that by displaying top-n documents. This is shown in
Figure 5 (a) based on user interests and interactions. The idea is to
use the user click history as a form of feedback to our recommen-
dation system. Click history refers to the log of the ETDs that the
user has clicked on. We use user click events to log user data, and
generate a dataset of users and their associated ETDs. This dataset
is then used to generate recommendations by training a machine
learning model for the same. For a registered user, we provide a
fine-grained recommendation by leveraging that user’s interactions
and preferences.

The data that is used to build a dataset to train themodel includes:
(1) User Interaction, (2) Clicks on ETD links, and (3) User Search
History (i.e., extracting keywords from each user search query and
mapping them to a topic). We resolve the cold start problem by
asking the user upfront about the topics they are interested in.
These topics can be the very same topics produced as a result of
topic modeling.

We based our model on the Deep Learning Recommendation
Model (DLRM) [56]. It is a hybrid implementation of content and
collaborative filtering. The DLRM model forms the global model.
Recommendations at a user level need to change fairly quickly
based on user behavior and usage patterns. It would be difficult to
fine-tune the global model for each user. Hence, we follow [1] to
train a simple logistic regression model for each user. This model
provides a click probability per ETD for each user and is then added
to that of the global model to give us the best of both worlds. We
achieve global knowledge of recommendations through the larger
model and user-level personalization through the smaller model.

The integrated recommendation model is exposed as the recom-
mendation service through the infer and train API. The recommen-
dation service interacts with the front-end and ElasticSearch index.
As more people use and interact with the system, the data distri-
bution of the interaction logs changes. In order to deliver relevant
recommendations to the user, the model is updated with changes
in the data. To facilitate easy updates to the model, we provide a
train API that can be called at a set frequency by the ElasticSearch
service.

6 CORE SERVICES FOR EXPERIMENTERS
6.1 Segmentation, Classification, and

Summarization
The experimenter page as shown in Figure 6 (a) is created to help
developers and researchers plug in different models and check the
performance. For the experimenter UI interface, segmentation, clas-
sification, and summarization services are performed in succession.
The user has the ability to upload the ETD. This page enables the
user to select the desired summarization and classification models
from a dropdown menu. For the classification task, fine-tuned SciB-
ERT, BERT, and Longformer models are available to the user. For
summarization, the models currently available are TextRank, BART,
and BigBird. Once a user has made their selection and submitted the
form, an API call triggers the workflow to run each of the services.
Then the ETD is processed as follows.

(1) PDFs are segmented into chapters.
(2) Chapter PDFs are stored in the database.
(3) Text is extracted and cleaned from the PDFs and stored as

text files.
(4) Extracted text is fed into the summarization and classifica-

tion pipelines with the desired models as arguments.
(5) Chapter classification labels and summaries are retrieved

from respective pipelines and displayed to the user in the
UI.

7
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Figure 5: (a) Home page with personalized recommendations; (b) Search page; (c) Document view page; (d) Chapter search page.

6.2 Object Detection
The Experimenter page offers the ability to detect and display ob-
jects and topics from ETDs using variousmodels. It includes amodel
selector supporting both Detectron2 and YOLOv7 with customiza-
tion options for model weights and hyper-parameters. Accessible
via the login sidebar menu under “Object Detection,” the experi-
menter can choose a model and be redirected to the ETD view page.
The detection results are displayed in HTML format generated
from the object detection’s XML output. To showcase the detection
results of different models on an ETD, a Flask application was de-
veloped to produce an HTML page from the object detection model.
The user selects between Detectron2 and YOLOv7, then uploads
the desired ETD PDF for detection. The HTML page displays the
detected chapters, figures, and linked captions extracted from the
ETD in an organized manner.

6.3 Topic Modeling of ETDs and Chapters
Our Experimenter page for topic modeling currently offers three
types of services. The ETD Embedding API accepts the model name,
number of topics, and ETD ID as input. It returns a topic vector that
represents the probabilities of the document being associated with
each of the k topics generated. The ETD Related Documents API,
given the model name, number of topics, and ETD ID, outputs the
most relevant documents, with the default value for the optional
parameter “top k” being 5 (related documents). The ETD Related
Topics API, with the same input parameters as the previous API,

returns the most related topics, with a default value for the “top k”
parameter of 5 (related topics).

6.4 Search
Apart from the default behavior exposed to the users to search over
the existing ETDs, we provide an interface as shown in Figure 6 (b)
for the experimenter to create and run search-related experiments.
These experiments will allow the experimenter to index custom
vectors for each ETD. Once such data is created, the experimenter
can perform a hybrid search (kNN + keyword) on the indexed
documents and check the scores for the documents returned. The
flow for creating and running an experiment is shown in Figure 7.
These experiments are user specific, and the created experiments’
metadata is stored in an ElasticSearch index.

We also provide four default experiments accessible to all users.
These involve text embeddings created from the abstract and title of
1000 ETDs. The models used to generate embeddings for the default
experiments are: (1) all-distilroberta-v1 [74], (2) all-mpnet-base-v2
[77], (3) all-MiniLM-L12-v2 [76], and (4) LaBSE [75].

7 BACKGROUND AND RELATEDWORK
7.1 Workflow-centric Information Systesm
The evolution of workflow management systems (WMSs) has been
a natural consequence of advances in computer technology, an
increase in digital sensors, and as a by-product, an increase in
the volume of observational data and any data collected through
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Figure 6: Experimenter UI: (a) Classification and Summariza-
tion; (b) Search.

Figure 7: Experimenter interactions with ElasticSearch

automation. Jim Gray, in the Fourth Paradigm, recommends that
the scientific community foster digital data libraries for both data
and literature [34].

Liew et al. state that WMSs: (a) support collaborative research,
(b) construct workflows without concern about resources and work-
flow execution, (c) automate steps for reproducibility and simulation-
based studies, (d) integrate resources (data and processing power)

from heterogeneous sources, and (e) optimize workflow execution
[30, 32, 46, 72].

Many WMSs exist, each with varying characteristics. Pegasus
is a popular WMS [18]. It uses Wings for workflow composition
and provenance tracking [27]. Like Pegasus, Apache Taverna is an
open-source WMS [82]. Similarly, there are many more powerful
WMSs such as KNIME, Kepler, Galaxy, etc. [10, 12, 51]. One of
the main aims of these WMSs is to help the users conduct their
experiments without having knowledge of workflow execution and
optimization. However, these interfaces are not particularly helpful
for an audience of SMEs who might have little to no information on
the tasks and files required. That knowledge barrier is not addressed
by the WMSs mentioned above.

7.2 DL Services Background
The traditional approach to very long document IR is to simply
treat them like other documents, and just help find an entire long
document. This is what is done by WWW search engines, library
catalogs, and scholarly oriented systems [5, 28, 31]. One of the early
approaches to improve access to the content of very long documents
aimed to extract relevant passages [41]. Another approach is to
apply text mining, initially to aid with discovery [36, 85]. Recently,
there have been several studies of the use of deep learning related to
paper-length documents, including with transformers and attention
models [9, 35, 44, 78, 84]. Our models apply those and our own
findings, and scale them up for very long documents.

7.2.1 Segmentation, Classification, and Summarization: Long doc-
uments are often organized into chapters and sections. Automatic
segmentation of ETDs is used to identify their chapters. These
chapters are then used for chapter-level classification, summariza-
tion, and subsequent chapter searches and recommendations. The
variation in format, writing structure, and styles make it hard to au-
tomatically detect chapter boundaries, which was the result when
using PyMuPDF [49] and GROBID [50].

In this work, we use a segmentation model [52] that leverages
LaTeX documents to train a segmentation model to predict the
chapter boundaries of ETDs. LaTeX sources (some available on
arXiv 1) contain chapter and section tags that help in boundary
detection. Themodel uses both page images and textual information
to detect chapter boundaries.

University repositories hosting ETDs come with metadata infor-
mation. Department or discipline information is often included in
the metadata. Research has become interdisciplinary in nature and
the document-level classification labels often are not indicative of
such collaboration. We perform chapter-level classification, and this
work is performing multi-label classification. In [38], the author
leveraged 28 ProQuest subject categories to multi-label classify the
chapters. Language models have also been used for the classifica-
tion task. BERT [20] and SciBERT [8] are some popular language
models that uses transformers to perform various sequence tasks
including classification. To obtain more tailored results, we can
fine-tune base models [7]. We use language models for our chapter
classification work.

1https://arxiv.org/

9

https://arxiv.org/


Satvik, et al.

Text summarization helps with succinctly conveying the infor-
mation in a large body of text. Automatic text summarization has
become especially popular in recent years with the growth in num-
bers of digital documents. Text summaries not only reduce reading
time but also improve the effectiveness of search and retrieval. Ex-
tractive summarization techniques use sentences from the input
text in the generated summary. Some popular models are TextRank,
LexRank, and LSA. On the other hand, abstractive summaries re-
semble human summaization more closely. Most popular summa-
rization techniques like the ‘Abstractive Text Summarization using
Sequence-to-sequence RNNs’ [55] and ‘Pointer Generator’ [65].
Language models have also been used for the summarization task,
like BART [43], T5 [61], and Big Bird [84] While most popular lan-
guage models only work with shorter sequences, the Longformer
Encoder Decoder (LED) [9] incorporates a longer sequence length
to help summarize longer documents.

7.2.2 Object Detection: We evaluate our object detection pipeline
using two models – Faster R-CNN and YOLOv7. Faster R-CNN [62]
is the third iteration of the R-CNN architecture [29]. Its evolution
from the VGG-16 backbone included Region of Interest (RoI) Pool-
ing, a Region Proposal Network (RPN), and Facebook AI Research’s
Detectron2 [83]. YOLOv7 has the highest accuracy [80]. It outper-
forms both transformer-based object detectors and convolution-
based object detectors in real-time.

7.2.3 Topic Modeling: Topic modeling of ETDs aims to extract the-
matic collections of words that represent topics. Early works such
as LDA [13] were based on a probabilistic formulation of topics.
Recent works include neural topic models such as NeuralLDA [69],
ProdLDA [69], and CTM [11]. The representations learned from
topic models can be used for downstream tasks that rely on docu-
ment representations, such as finding similar documents (document
recommendation) and finding similar topics.

7.2.4 Search, Browsing, and Recommendation: To aid browsing, as
well as searching, which are the core DL services, search engines
such as Solr and ElasticSearch (ES) which are based on Lucene are
commonly employed. Elasticsearch [6, 15, 40] can power extremely
fast searches that will be beneficial for the search engine we are
trying to build around the ETDs. Also, with recent support for
embeddings in the ES v8.x search engine, ES has provided a platform
to implement ML-based search methods.

User-level recommendation is one of the essential DL services.
It provides user’s with similar document recommendations based
on their interest’s and search history. Recommendation models are
divided into two types: (1) content-based filtering which consists of
search-based methods [68] and cluster-based methods. (2) collabora-
tive filtering which consists of bag-of-items, traditional user-based
methods, item-based filtering [48], and Sequential Transformers.

Steck et al. [70] describe multiple examples of how these rec-
ommendations are brought to life. In the traditional bag of items
approach, the order in which the items gained association with the
user is not maintained nor given the same significance with respect
to the recommendation engine. This assumption does not hold with
DL recommendation engines, as recently viewed/read content holds
more significance and thus more weight during recommendation.

In item-to-item collaborative filtering [48], the algorithmmatches
every purchased and rated items of the user to similar items, then
combines those similar items into a list of recommendations. Nau-
mov et al. [56] propose a deep learning model for recommendations
which is a hybrid filtering method that ranks based on the Click-
Through-Rate to show recommendations to the user.

Aberdeen et al. [1] introduce an idea to implement personalized
recommendations accurately and at scale, and to incorporate user
feedback continuously. We see that in a real-world use case, user
behaviour varies vastly and it is important to provide recommen-
dations catering to the user, and to avoid generalizations.

8 CONCLUSION AND FUTUREWORK
This paper describes the framework, components, and key personas
of our integrated DL, built to support mining and exploration of
long documents and their elements. Personas, through different
scenarios, can satisfy their information goals through our UI and
workflow/service-centric architecture.

Services, built on state-of-the-art models, identify/generate syn-
tactic/semantic elements. 57,129 ETDs’ metadata and abstract were
extracted, stored, indexed, and made available for search and brows-
ing. We have used 5K of the 57K to generate/detect elements.
Through object detection, we have identified approximately 550K
image-based objects. Through segmentation, we have identified
approximately 22.8K chapters from 5K ETDs. Chapter texts support
classification and summarization. Through topic modeling, we have
assigned topics for the 5K ETDs and 22.8K chapters, which in turn
were used to provide a list of “top-10” similar ETDs/chapters based
on topics. The generated elements for the 5K ETDs were indexed
and made available for searching, browsing, and recommendation.

We will scale up our efforts from 5K to much larger numbers.
We will improve our models for existing services, while developing
new services, e.g., searching for figure and table captions. Through
additional analysis and services, and related evaluations and user
studies, we will better support the information goals of our diverse
stakeholders.
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