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Abstract:
cess Control (MAC) protocols used in Wireless Local Area Net
works (WLANSs). We propose a novel MAC protocol called Adap-
tive Backoff Tuning MAC (ABTMAC) based on IEEE 802.11 DCF.
In our proposed MAC protocol, we utilize a fixed transmissionat-
tempt rate and each node dynamically adjusts its backoff widow
size considering the current network status. We determinedhe
appropriate transmission attempt rate for both cases wherethe
Request-To-Send/Clear-To-Send (RTS/CTS) mechanism wasa
was not employed. Robustness against performance degradtat
caused by the difference between desired and actual value§tbe
attempt rate parameter is considered when setting it. The pdor-

mance of the protocol is evaluated analytically and throughsim-
ulations. These results indicate that a wireless network uiizing

ABTMAC performs better than one using IEEE 802.11 DCF.

Index Terms. Medium Access Control (MAC), IEEE 802.11 DCF,
Wireless Local Area Network (WLAN), throughput.

I. INTRODUCTION

For decades, Ethernet has been the main network techn
ogy for local area networks (LANs). Recently, there has kee
rapid development in the field of wireless communications al
as a result, WLANs have emerged as a dominant means of wire-

less communications and Internet access. Due to their |ty

ease of deployment, and mobility support, IEEE 802.11 WLA
have been widely used and are now the dominant WLAN tec|

nology.

Two types of coordination are proposed in the IEEE 802.
standard: Distributed Coordination Function (DCF) andnPoi

Coordination Function (PCF). DCF is widely utilized in oemt
WLANSs and is intended for distributed, contention-bassgina

chronous access to a channel, while PCF has been propose
contention-free and centralized access. PCF is intendsajto
port real-time services (by using a centralized polling haec
nism), but it is not generally supported by the current Nekwo

Interface Cards (NICs).

A well-designed MAC protocol should provide some specif

features. The performance metrics of interest includeuitne

IEEE 802.11 standard exist in the literature [1]-[5]. Thteseh-

nigues include introducing delay before packet transmigsi

dynamically adjusting backoff window size, slot reservas,

and cross-layer design of protocols. However, most of tiee p
vious methods do not consider stability issues of the né&kwo
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This paper focuses on contention-based Medium Ac- In our proposed MAC protocol ABTMAC that is based on IEEE

802.11 DCF, each node dynamically adjusts its backoff windo
size according to the current network status. Protocolrpara
ters are selected in ABTMAC to consider WLAN stability.

An analytical model that approximates the time until thetnex
transmission attempt in IEEE 802.11 DCF as a random variable
with an exponential distribution was presented in [1]. listh
model, a station with a pending frame transmits this frantl wi
a specific transmission attempt rate at a given time. It ghbel
noted that the attempt rate of stations is variable in le@CF,
and the attempt rate becomes higher as the number of contend-
ing stations increases. To the best of our knowledge, none of
the previous studies in this area of research have conslitlese
problem of finding an appropriate transmission attemptfiate
high performance transmission in a wireless network. s plai-
per, we determine an appropriate transmission attempfoate
a WLAN. Stations set their transmission attempt rates te thi
value instead of selecting contention window (CW) sizeg tha
increase the attempt rate as the network population groach E
st:ii_tion calculates the optimal backoff time for the trarssioin
otits pending frame by applying the fixed transmission aptem
rate and the station’s estimation of the number of activeesod
BTMAC uses the carrier sense multiple access with coltisio
avoidance (CSMA/CA) mechanism and performs exponential

2.11. However, minimum CW size is determined adaptively
in ABTMAC. The minimum changes required for the imple-
entation of ABTMAC lead to the backward compatibility of

TMAC with IEEE 802.11 DCF.

Similar to IEEE 802.11 DCF, the exchange of RTS/CTS
packets between the transmitter and the receiver beforacthe
0Irtransmission of data packets is allowed in ABTMAC. The
attempt rate is determined for both using and not using the
RTS/CTS mechanism. When the RTS/CTS mechanism is uti-
lized, the attempt rate is determined considering the Igtabi
of the access time and robustness of the protocol to therperfo

’%‘%\ckoﬁ with the same maximum value for CW size as |IEEE

mance degradation caused by the difference between thal actu

and desired attempt rates. This difference results fromathe

. . tive nodes’ estimation error and nondeterministic bactiofés.
put, fairness, and packet transmission delay as well as-pri

ity in an environment that supports multiple services. %ave
MAC layer protocol capacity enhancement techniques for t

When the RTS/CTS mechanism is not used, we have devel-
ged a method for jointly selecting the attempt rate and glack
engths. Similar to when RTS/CTS is used, the stability and
robustness of the protocol are considered when choosirgjthe
tempt rate. Furthermore, a predetermined level of Quality o
Service (QoS) can be guaranteed for users by using the pro-
osed MAC protocol and choosing different attempt rates for
hese users. The effectiveness of ABTMAC is investigated an
alytically and through simulations. The performance esalu
tion shows that ABTMAC successfully provides a high capac-
ity MAC layer service for higher layers of the network provbc
stack.
The remainder of this paper is organized as follows. Settion
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briefly describes 802.11 DCF and some related previous wof&] analytically derived the average size of the CW that max-
The ABTMAC protocol is detailed in Section Ill. Section IVimizes throughput. Bononi et al. [4] propose a mechanism
includes analytical and simulation results. Section V tades called Asymptotic Optimal Backoff (AOB) that optimizes IEE
the paper. 802.11 during runtime via measuring the network contention
level and dynamically adapting backoff window size. Howgve
the RTS/CTS mechanism of DCF was not considered in [2] and
Il. PRELIMINARIES [4]. The objectives of our work are similar to the objectives
A. IEEE 802.11 these studies, nevertheless, the authors did not congistens

The IEEE 802.11 standard [6] includes both the physic%l‘iabi”ty issues_in their designs. In addition to improvipey-
(PHY) and MAC layers of wireless networks. A network cafPrmance metrics such as throughput and delay, we focus on
be configured in infrastructure-based or ad hoc modes. In ${aPility when choosing system parameters.
infrastructure-based mode, the network is “structured’tawsts ~ Hoefel [5] proposed an analytical MAC and PHY cross-layer
communicate by an Access Point (AP) In an ad hoc netwompdel to estimate the saturation throughput of IEEE 802.11
nodes establish a dynamic network and there is no exact sttW-ANs with MAC improvements. Modification of the IEEE
ture. The PHY layer specifications may vary in different tsaf802.11 DCF MAC protocol was accomplished in [5] to support
of the standard. The IEEE 802.11 MAC protocol provides tweoncatenation and multiframe transmission techniquesw-Ho
access methods, DCF, which is mandatory, and PCF, an optid®i€r, utilizing cross-layer information is one of the digac-
mechanism. In addition, the standard includes the RTS/Ctages of this work. Gentle DCF (GDCF) is another mechanism
mechanism to resolve the hidden station problem. proposed for decreasing collision probability [10]. Instmech-

As DCF is the basic access method in both wirelegflism, the CW is divided by two afterconsecutive successful
infrastructure-based and infrastructure-less envirartmjewe transmissions (instead of resetting the contention leted each
describe the IEEE 802.11 protocol that implements it. DCF $/ccessful transmission as in legacy DCF). GDCF may cause
based on the CSMA/CA protocol. In this access method, eadffairness in access to medium for some values of
node with a packet to transmit senses the channel to find outn [3], the authors proposed a distributed reservatioretbas
whether it is in use. If the channel is sensed to be idle fonan IMAC protocol called Early Backoff Announcement (EBA). In
terval greater than the distributed interframe space (RIf® this protocol, each station announces its next backoffiateo
node starts its transmission. If the channel is sensed taidg bother stations via the MAC header of the frame it is transmit-
the node defers transmission until the end of the ongoimgirating. All the stations receiving this information avoid kisions
mission. The node then initializes its backoff timer witham+ by excluding the same backoff duration when selecting their
domly selected backoff interval and decrements its timeryev future backoff value. However, the information about bdtko
slot time it senses the channel to be idle. When the chantigies may be used by Denial of Service (DoS) attackers at the
becomes busy, the station freezes its timer and restarte-deMAC layer to launch a more intelligent and efficient jamming
menting after the channel becomes idle for a DIFS again. Tagack. Krishnan and Zakhor [11] showed that an estimate of
node transmits its frame whenever the timer value reachres zé¢he probability of collision can be used to increase thrgugh
The receiver transmits the acknowledgment (ACK) after sueia link adaptation in 802.11 networks with hidden terminal
cessfully receiving the data frame and waiting for an indérvThis work uses a cross-layer approach. In [12], the authmars p
called the short interframe space (SIFS) interval. If then¢r posed the Enhanced Grouping-based Distributed Coordinate
mitting station does not receive the ACK frame, it will assumFunction (E-GDCF) scheme to reduce fixed overheads in 802.11
that a collision has occurred and will update its CW. Aftepk ¢ DCF. The advantage of E-GDCF is that it reduces the minimum
lision, the CWs of the colliding stations will be multipligsy CW of a WLAN lowering delay in the network.
two and when the CW size reaches a predetermined constar€oncurrent Transmission MAC (CTMAC) [13] is a MAC
(1024), it will not be increased further. When the numberesf r protocol that supports concurrent transmission. CTMA@iitss
transmissions for a frame exceeds a predefined constaen(sexh additional control gap between the transmission of obntr
as a default), that frame will be dropped. packets (RTS/CTS) and data packets (DATA/ACK), allowing a
series of RTS/CTS exchanges to take place between the nodes
in the vicinity of the transmitting or receiving node to sdhée

Various analytical models for IEEE 802.11 DCF can be se@ossible multiple, concurrent data transmissions. Intaadito
in [1],[2],[5],[7]-[9]. Kim and Hou [1] developed a modeldsed isolate the possible interference between the DATA and ACK
frame scheduling scheme (MFS) after deriving an analytiga&ckets, a new ACK sequence mechanism was proposed by the
model. In MFS, each node keeps track of the number of caluthors. CTMAC works with single-channel, single-tramsee
lisions and time interval between its two consecutive sssftdé  and single-transmission power, and hence its implememtéi
transmissions. It then determines the number of curremtly simple. CONTI [14], which attempts to resolve contention in
tive nodes, calculates the network utilization with theotigh- CONstant Time, is a MAC scheme that tries to resolve con-
put model, and computes a scheduling delay during whichténtion in the same number of slots every time. CONTI is a
will not access the wireless medium. MFS is placed on tgmod choice for systems that are intended to offer lowrjies-
of IEEE 802.11, and therefore, a new layer is inserted in thiees. In [15], the authors proposed a distributed algorithat
network protocol stack. One of the advantages of MFS is tredaptively adjusts the CW configuration of the WLAN. Their
there is no change in the standard IEEE 802.11 DCF. Cali etwbrk is based on multivariable control theory. Each statises

B. Previous Work
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locally available information to drive the collision prdiiity andMAC fluid A fluid chunk(the time it takes to successfully
in the WLAN to an optimal value. This paper also does natansmit a frame) is the frame service time and consists rof ze
consider the RTS/CTS mechanism that is widely deployed @an more collision periods followed by a successful framadra
WLANS. Stability of the system is considered in [15]. Stibil mission. AMAC fluidis composed of a sequence of consecutive
of throughput and delay in cooperative access [16], maximgiz fluid chunks. The random variabl¥. represents the number
differentiated throughput [17], and cooperative MAC pratb of collisions between two consecutive successful transions.
using active relays [18] are the subjects of some othera@lafThe z transform ofN, is N.(z) and we have [1]

studies in the field of wireless networks.

o0 n €7>\
Ne(z) = >,y P[N. = n].z" = (1_64)_()‘1_6,*_/\64)%
2)

Ill. PROPOSED ABTMAC PROTOCOL

Based on the model for IEEE 802.11 DCF introduced in [1],he average number of collisions between two consecutive su
stations transmit their frames with a specific transmissibn cessful transmissionsis derived as [1]
tempt rate in an IEEE 802.11-based network. This attempt rat @ NN
is different for various network configurations. In facthias a 7 = N¢ (1) = % Q)
larger value for a network with more active stations. A highe
attempt rate in a network leads to a higher collision prolitgbi ~ Let = be the average time it takes to successfully transmit
In ABTMAC, stations fix their attempt rate to a specific valu@ frame,c the average length of the collision period, and
and this rate is not increased when the number of active nodleg average number of idle slots before a collision or sigfaes
is increased. The mechanism for fixing the attempt rate is degansmission. For the case with the RTS/CTS mechanism we
scribed in this section. In addition, appropriate valuestfie have [1]
attempt rate are determined for the cases with and with@ut th
RTS/CTS mechanism. The attempt rate parameter of an IEEE cw + tRT'S + EIFS and B
802.11 wireless network is introduced in the next paragraph = = cw + tRTS +tCTS +tACK + ' + DIFS + 3SIF'S.

In the p-persistent model of IEEE 802.11 DCF [2], stations
transmit their pending frame in each slot time with a proligbi Additionally,
of P,. WhenP; is equal tol/(b + 1), the p-persistent model
closely approximates IEEE 802.11 DCF with an average bagk= cw + =’ + EIFS and
off ime of b [2]. In this model, we hav&[CW] = (2/P,) — 1, T =cw+tACK +a’'+ DIFS+ SIFS
whereE[CW] is the average CW size [2]. MoreovélCW] <
CWyin.2Kl0gM s the relation between the average size of thge valid when the RTS/CTS mechanism is not used [1], where
CW, the number of active nodéd, and the initial size of the ' is the average packet length. We assume that the random vari-
CW denoted byC'W,,.;,, [19]. ConstantX is an arbitrary con- ablesL andI denote the length of a MAC fluid and the length
stant (K > 0), and is set to 1 in our work. The transmissio®f an idle period between two consecutive MAC fluids, respec-
probability of a backlogged node is determined by the bdckdively. The averages of and! arel andi, respectively, and are
timer. The probability that there is no transmission atiggiin expressed as [1]
the network is(1 — P,)™. Assuming a large enough value for o
M and using the approximatidgt — z)¥ ~ e~, the time until | = T—xartary 4)
the next transmission attempt can be approximated as amando
variable with an exponential distribution. The rate of ttas- and
dom variable depends on the current set of backoff windows.
The attempt rate at a given time is [1] i=1/A+ DIFS. (5)

At) = Zﬁ‘il Bvl(t), The average number of frame service times in a MAC fluid is
' [/(z+ f), wheref = @i.cis the total collision period in a frame

whereB;(t) is the current backoff value of node Computing service time. Considering this fact, the expected througkg

the average backoff time as= F[B;(t)], the average attemptgiven by [1]

rate\ is given by [1]

T = ZUEED, (6)
A= 1)
ABTMAC is based on IEEE 802.11 DCF and performs expo-

In legacy DCF, the attempt rate is dependent on the numtsential backoff with the same maximum value for CW size, as
of active nodes in the network and is between 0.56-1.71d)s| in the standard IEEE 802.11. However, minimum CW size is
for M between 10-100. The attempt rate is increased automagtermined adaptively in ABTMAC. This MAC protocol is de-
cally when the number of contending nodes grows. An analycribed as follows:
ical model based on the above assumptions was introduced in
[1]. Here, we review some of equations found in this refeeena Each station estimates the number of active nodes in the net-
Two analytical components were defined in [1]: thed chunk work (M) or acquires it from the AP;
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Table 1. |EEE 802.11 system parameters
Channel Rate 1 Mb/s 45!
Slot Time 20 us
SIFS 10 us
DIFS 50 us
EIFS SIFS+Phy preamble & header+tACK+DIFS % 40+
Phy preamble 144 bits D>f
Phy header 48 bits (@)
MAC header 224 bits
ACK 112 bits 357
RTS 160 bits
CTS 112 bits
30¢ . : , , ]
0 0.2 04 0.6 0.8 1
« The station calculates the average backoff tirby substitut- Average attempt rate (1/slots)
ing an appropriate transmission attempt raeand M in (1);
« The value ofP, is obtained fromP, = 1/(b+ 1); Fig. 1. OVRHD versus attempt rate.
« The average CW size is calculated frétfCW] = (2/P,) —

11
« The minimum CW size is set tB[CW]/2!09M;

« When the value of calculated initial CW size exce€d¥,,.. A Determination of the attempt rate for the case with the
(i.e., 1024), stations use 1024@8V,,,;,. Other system param-  RTS/CTS mechanism

eters and procedures are the same as the IEEE 802.11 standargls e expressed earlier in this paper, nodes are required to

« Exponential backoff is performed the same as IEEE 802§} their average transmission attempt rate in ABTMAC. The at
DCF usingCWiin and CWi,q, determined above until the tempt rate influences the performance of the system. Therefo
successful transmission of the pending frame. the attempt rate should be chosen carefully. In this sulmsgct

an appropriate value for the attempt rate is determinedhier t
For example, when the attempt rate is 0.5 (1/slots) &hds case with the RTS/CTS mechanism.

10, CW,,;n, Will be 20. The value ofCW,,;, is increased to Using (4), (5), and (6) we have
50 for the same attempt rate and 100 active stations. Usang th
aboveC'W,,;, leads to the transmission of packets with the cajfr — _ T . (7)
culated transmission probability. It should be noted thas i FHIHL/ATDIFSU=-Ac(@t1))~ew(R+l)
necessary for all of the stations in a WLAN to use the san®bstituting the numerical values of the system parameters
K. Simulation results in Section IV show that usiAg= 1 in (7), we can write it as follows:
E[CW] < CWpin.25K109M is appropriate. Network designers
are allowed to use other values in their designs. T = i’+1/>\+§i/’> R (8)
An AP can announce the number of active nodes in an
infrastructure-based network. In addition, the estinratibthe
number of active nodes can be done by measulipy.] = 7 As can be seen in (8), by minimizing its denominator, we can
and substituting it intal/ = 10EN<J/K" where K’ is an ar- obtain the maximum throughput for different packet lengtiis
bitrary constant [1]. It is evident that finding an approf®ia define the paramet&V RHD = 1/ + 23.7n + 23.2 and plot
attempt rate is critical. In the following two subsectiomee itin Fig. 1. Itis obvious that minimizingV RH D maximizes
determine this value for achieving high capacity in two m&dethe throughput. However, in addition to minimiziayy/ RH D,
both with and without the RTS/CTS mechanism. Furthermonge consider other issues below.
since the transmission attempt rate determines the aveeafe ~ According to (1), substitution o/ by k&, M results in a value
off window size, we can guarantee different levels of QoS hyf b that corresponds to the case when we Age; instead of
choosing different transmission attempt rates for diffiétesers \. Consequently, given a fixed desired attempt rate, errors in
or different applications. A more detailed description a¥$) the estimation of\/, rapid fluctuations in its value, and varia-
differentiation is presented in the following two subsent. tions inb lead to frame transmissions with a different attempt
Additionally, our proposed MAC protocol is backward compatrate, i.e., the actual attempt rate of the network. Fogreater
ble with IEEE 802.11 DCF, and 802.11 stations can coexis$t withan 1, stations transmit with an attempt rate less than ¢he d
nodes that utilize ABTMAC. However, it is evident that stai$  sired value, and for &; less than 1, stations transmit with an
transmitting their packets using legacy DCF can causeti@ni& attempt rate greater than the desired value. It is obsexiabl
in the aggregate attempt rate of the network. Fig. 1 that changing the attempt rate can incre@3eRH D.
The IEEE 802.11 system parameters used in this paper @herefore, we should fix the attempt rate to a value that makes
given in Table 1. It should be noted that although we have usin system less sensitive to factors such as estimatiorse/s
a specific set of parameters in Subsections Ill.A and llIt#, t can be seen in Fig. 1, variation 6fV RH D is greater when
method of determining the attempt rate is the same for othbe attempt rate is less than 0.26 (1/slots). If we fix thenate
sets of parameters and the general form of graphs is preserveate to a value less than 0.26 (1/slots), errors in the esbmaf
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Fig. 2. Mean access delay versus attempt rate for the case with the Fig. 3. Distance of the pole versus attempt rate for the case with the
RTS/CTS mechanism. RTS/CTS mechanism.

- N . . Table 2. Effects of different attempt rates (with the RTS/CTS
M (specifically overestimation af/) may result in more vari- ave ects of different attempt rates (with the

ations inOV RH D than when the attempt rate is greater than mechanism)

0.26 (1/slots). Consideﬁng Fig. 1, the values between-(_):86 X Niean T Vaximurm T Vimmom
(1/slots) are good choices for the attempt rate. In additisn (Uslots) | access| tolerable | tolerable
can be seen from Fig. 2, the mean access delay, obtained by delay | M/M M/M
d=n(cw + EIFS + tRTS) + cw = n(1/A + 26.2) + 1/A (slots)

, rapidly increases for attempt rates smaller than 0.2dtE)sl 8:‘11 192_(')%6 1'325 8:22
Mean access delay is the time interval between the startodfba 05 10.39 45 0.89
off procedure for transmission of a frame and the beginning o 0.7 13.81 9.6 0.92
the successful transmission of its first bit. 1 20.08 | 138 0.97

It can be inferred froml = n(1/\ + 26.2) + 1/ that it is
possible to reduce the access delay of particular statiotiseo
packets of specific stations by increasing theiin a constant. o _ )
Consequently, different levels of QoS can be provided faraso frame. The distribution of’F" is the same as that of" and is
or applications by changing their mean access times. Hawe\@ven. The average of” is z'.

it should be noted that we need to decreassufficiently for Using (9) with (2) and substitutingW*(s) by exp(—s/\)

some other stations or applications if we are interestedindi (wherel /) is the average number of idle slots before each trans-
the average attempt rate of the network and the average munfigsion attempt), we obtain

of collisions between two consecutive successful transions.
Here, we explain the mechanism for QoS differentiation oy tu = () = S AffjA R (10)
ing the station attempt rates using an example. Suppose¢hat (1=emHesA=(1=e7 =A™ H)e
have a WLAN W|thM/2 Stati0n§ transmitting their frames WithFurthermoreD*(S) has a real po|e in the left region of the s-
an average backoff time d¢f.250 and M /2 stations transmit- pjane. The distance of this pole from the imaginary axisuers
ting with an average backoff time af75b. The average backoff attempt rate is plotted in Fig. 3. It can be seen in Fig. 3 that
time of the network is and the average attempt rate will bgor very small and large attempt rates, the distance of the po
A = M/b. Additionally, the attempt rate of these two groups ofom the imaginary axis is very small. We should consides thi
nodes will be2\ and2A/7, respectively. fact in the selection of\. The robustness of the protocol for
Another factor that can be considered when selecting the fite different values of is presented in Table 2. The maximum
tempt rate is stability. The Laplace transform of the meaess allowable variation of the mean access delay is 10% whemi€alc

delay is expressed as lating the maximum and minimum toIerabzlE/M. Choosing
a A greater than 0.26 (1/slots), decreases the throughpug whil
D*(s) = N.(CW*(s)CF*(s)e (EIF)CW*(s), (9) increasing the mean access delay. It also enhances thegiroto

robustness to the overestimation/dfwhile degrading the pro-
whereCW*(s) andCF*(s) denote, respectively, the Laplacdocol robustness to the underestimatioméf The degradation
transform of the probability density functions associatéth in this case is rather low. Considering the above points,dopa
CW andCF. The random variabl€'VW; denotes the number0.7 (1/slots) as the attempt rate. However, as we have rglyio
of idle slots before théth collision or successful transmissionstated, values between 0.26-0.8 (1/slots) are approthaiees
andC'F is the random variable indicating the size of a collidetbr the average transmission attempt rate.
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B. Determination of the attempt rate for the case without the __ 30
RTS/CTS mechanism g o8l
In this subsection, concerns similar to the case with the &
RTS/CTS mechanism are addressed when choosing the trans = 26|
mission attempt rate. When the RTS/CTS mechanism is not © o4l
. . ©
used, the equation for throughput is *
[2] L
, o 22
T= sssripamrme (11) § 20t
In (11), OVRHD, = 8.6 + 1/\ + 15.77 + 7.7’ is an indi- & 18l
cator of the overhead required for the transmission of agtack §
Therefore, it is evident that we should ha¥efor minimizing 16 : : : :
the overhead. Since the goal of the backoff tuning algorigim 0.2 0.4 06 0.8
guarantee a balance between the average collision/ost!] Average attempt rate (1/slots)

and the average length of the idle periBfidie] in a frame ser- _
vice time [9], for a frame service time we should have Fig. 4. Mean access delay versus attempt rate.
E[coll] = Elidle]. (12)
packet length satisfies (13) for eagh From Fig. 5, we infer
Because the average number of collisions in a frame servigat the maximum stability of the system is at the attemjat oht
time isn and the average length of a collided frame:fs we .45 (1/slots). In addition, it can be seen in this figure that

have distance of the pole from the imaginary axis for 0.7 (1/slots)
B is equal to that of\ = 0.3 (1/slots). Consequently, we focus
Elcoll] = n.cf and on values of) that are between 0.3-0.7 (1/slots) for choosing
the transmission attempt rate. The distance of the pole fhem
Elidle] = n.EIFS + (n+ 1).cw + DIFS + SIFS. imaginary axis versus is plotted in Fig. 6 for various packet

lengths. In Fig. 6, each packet length is calculated by ($Bjqu
Hence, the value af’ that satisfies (12) is obtained as a functiofour different attempt rates: 0.31, 0.45, 0.55, and 0.7¢fd%

of A. Thus Packet lengths are in slots in this figure.
¥ =182+ (1+1/n)/X+ 3/n. (13) 2 0.025
®©
Now, we haveDV RH D- as a function oh. When)\ is equal %
to 0.31 (1/slots)OV RH D, is at a minimum and in this case, £ 0.02!
we havet’ = 58 (slots) from (13). 2
The mean access delay when no utilizing RTS/CTS is £
_ £
d=n(cw+EIFS+&)+cw = n(1/A+18.2+7)+1/\. (14) 2 0.015;
Q
Substituting different attempt rates and their correspgundp- e
timal 7’ in (14), we calculated the mean access delay. Results % 0.01
are shown in Fig. 4. We suggest that values between 0.3-0.7 3

(1/slots) are good attempt rate choices for acceptableperf 02 0.4 0.6
mance in the presence of attempt rate variations. The mean Average attempt rate (1/slots)
access delay is minimal for an attempt rate of 0.31 (1/slots)
However, protocol performance is more sensitive to atteatpt Fig. 5. Distance of the pole from the imaginary axis versus attempt rate.
variations than situations with greater attempt rates. ddi-a

tion to the performance degradation caused by the variation

the attempt rate, the stability of the network should be wbns As can be seen in Fig. 6, reducing the packet length (the ef-
ered when determining the attempt rate. For the case witheutfect of increasing\) enhances stability. However, the cost of
RTS/CTS mechanism, the Laplace transform of the mean accttgs enhancement is throughput degradation and a largem mea

delay is access delay. In other words, smaller delay and larger ¢frou
. put results in less robustness to variations in the atteatptand
D*(s) = (176%)65/%7(17257Aefx)ef<18-2+i'>s . (15) lowers stability. The results of choosing five differentued for

A are presented in Table 3. Similar to the case with the RTS/CTS

Similar to the RTS/CTS cas&)*(s) has a real pole near themechanism, the maximum allowable variation of the mean ac-

origin. The distance of this pole from the imaginary axissuer cess delay is 10% when calculating the maximum and minimum
attempt rate is depicted in Fig. 5. In this figure, the averagmerableM /M. In the case without the RTS/CTS mechanism,
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Table 3. Effects of different attempt rates (without the RTS/CTS mechanism)

] Maximum | Minimum
A T d 4 % 100 T tolerable | tolerable
(Uslots) | (slots) | (slots) M/M M/M
0.31 58 | 16.84 | 31.95 | 70.34% 481 0.88
0.45 40 | 1811 | 4528 | 61.10% 7.90 0.90
0.55 34 | 1982 | 5830 | 5576% | 11.00 0.91
0.6 32 | 2087 | 6519 | 5341%| 1250 0.92
0.7 29 | 2349 | 81.00 | 4889% | 16.80 0.92
2 0.06 - - A. Analytical results
é (SQ Packet length=58
> 0.05} O % Packetlength=40 | | In this subsection, packet lengths are given in slots. How-
s |*o | TAT Al ever, it may be helpful to know that the length of a 10 (slots
c i %0 O  Packet length=29 » It Mmay p leng ( )
‘D 0.04 ) packet is 25 bytes given our current settings. The resulépof
g ; plying an attempt rate of 0.7 (1/slots) when using the RTSCT
= 0.03 mechanism compared to legacy DCF are illustrated in Figs. 8a
g and 8b. For the case without the RTS/CTS mechanism, the nor-
+ 0.02 malized throughput and the mean access delay of systengs usin
8 the legacy DCF and ABTMAC are depicted in Figs. 8c and 8d,
E 0.01 T respectively. As can be seen in these figures, performance im
8 OT provement obtained by ABTMAC is more in larger values of
' ' ' ' M.
0 0.2 0.4 0.6 0.8 .
Average attempt rate (1/slots) Fig. 9a shows the mean access delay versus the normal-
g P ized throughput for ABTMAC and legacy DCF. In legacy DCF,

achieving a larger throughput increases the mean accemg del
for larger values of\/. However, applying our proposed MAC
protocol leads to a larger throughput without greater mean a
cess delay as the number of active nodes grows. The statfility
the IEEE 802.11 standard and ABTMAC is shown in Fig. 9b. It
A =0.55 (1/slots) is selected as the attempt rate and thertifer should be noted that the performance of ABTMAC is indepen-
optimal packet length that satisfies (13) is 34 (slots). dent of M.

Succinctly, when the RTS/CTS mechanism is not used, sta-The average number of collisions during one frame service
tions must fix their attempt rates to 0.55 (1/slots) and usavan time and collision probabilities are shown in Figs. 10 angré1
erage packet length of 34 (slots) for their transmissionke Tspectively, for the IEEE 802.11 standard and our proposettAB
mean access delay and throughput for a packet length of MAC with and without the RTS/CTS mechanism. Although the
(slots) are plotted in Fig. 7. analytical results presented in these figures show thatuhe n

Similar to the RTS/CTS case, we can decrease the accessmge-of collisions between two consecutive successful tmégs
lay of arbitrary stations or applications in order to entetheir sions and the collision probability remains constant wiién
priority in accessing the medium (to provide a higher leviel ancreases, stations are not able to estimate the numbetivé ac
QoS) by increasing their transmission attempt rates. Adxeannodes accurately in a practical implementation. In addjtibe
observed from (14), increasingreduces the mean access delayalue of the backoff time chosen from the CW is random and the
In addition, when increasing the attempt rate for someastati average backoff time of the network is different from itsdet-
or applications, it is necessary to adequately decreasattheical value for a certain attempt rate. Therefore, practiafiies
tempt rate of other stations or applications to maintairfitteel for # and collision probability will be greater than the analgtic
average attempt rate of the network. results presented in Figs. 10 and 11.

The utilization rate of slots (Slot Utilization) observed the
channel by each station is a simple and effective estimattgeof

IV. ANALYTICAL AND SIMULATION RESULTS channel congestion level. Slot utilization is defined atofod

In this section, we investigate the performance of the prj#]
posed ABTMAC protocol. We used the iterative method intro-
duced in [1] to calculate the attempt rate in a network thasusS_U = —tumberol bususlots
the legacy DCF. Performance evaluation is performed analyt
ically using the analytical model introduced and verifiedlih The value ofS_U is 0.60 when) is 100 for legacy DCF with
by substituting the corresponding parameters of legacy &@F the RTS/CTS mechanism. By utilizing ABTMAC, it is 0.76 for
ABTMAC in the related equations. In addition, OPNET simulaall M (the packet length is 34 (slots) in both cases). When the
tion results verify that our proposed MAC protocol succalbgf RTS/CTS mechanism is not used ahflis equal to 1005 _U
enhances the network performance. is 0.73 for legacy DCF (with a packet length of 34 (slots))d an

Fig. 6. Distance of the pole from the imaginary axis versus attempt rate
for different packet lengths (packet length in slots).
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Fig. 8. (a) Throughput versus M (RTS/CTS mode). (b) Mean access delay versus M (RTS/CTS mode). (c) Throughput versus M (without
RTSICTS). (d) Mean access delay versus M (without RTS/CTS, packet length = 34 slots).
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proposed MAC protocol (without RTS/CTS).
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Fig. 11. Collision probability versus M.

0.8 for our proposed MAC protocol.

B. Simulation study

To evaluate the performance of ABTMAC, we ran simula-
tions using OPNET. There is File Transfer Protocol (FTPf}tra
fic over Transmission Control Protocol (TCP) in an ad hoc net-
work and the number of nodes is 100. Among the variants of
TCP, TCP Reno was used in this evaluation. Filesize was set at
1000 bytes. Profile configuration was as follows: The request
start time for a file was uniformly distributed between 1083
sec. The number of repetitions was constant and equal to 3. In
addition, the duration of requests was constant and equid) to
sec. Both cases with and without the RTS/CTS mechanism were
considered in our simulations. The data rate was 1 Mbps. Dy-
namic Source Routing (DSR) was used as routing protocol, and
nodes were without mobility. Nodes were distributed ovet@ 2
m x 210 m square area, and their transmission ranges were 300
m. CW,.., should be equal to 92 for an attempt rate of 0.55
(1/slots), and 72 for an attempt rate of 0.7 (1/slots) in avoelt
with 100 active stations implementing ABTMAC. Simulation
time was one hour (60 minutes). Final§W,,.;, was 15 in
IEEE 802.11g. IEEE 802.11g is compared to ABTMAC, MFS,
and AOB in the remainder of this section.

Results were measured using the facilities of the simuiatio
software. WLAN throughput, defined in OPNET as the number
of bits sent out from the MAC layer over the total number of
bits sent to the MAC layer, was selected as our performance
measure. The average of throughput was calculated forall th
nodes in the network. The average throughput is shown in Figs
12 and 13. These figures show the average of throughput up
to an arbitrary simulation time for all the nodes in the natwo
Simulation time in minutes is specified by the x-axis in Figs.
12 and 13. The fragmentation threshold was 85 bytes (34 slots
andCW,,.., was 92 for the case without RTS/CTS and 72 for the
RTS/CTS case. There was no limitation on the packet length fo
the case with RTS/CTS, and we set the fragmentation thréshol
to 1024 bytes. Fig. 12 shows the throughput of the legacy DCF
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W 802.11g without RTS/CTS Table 4. Effect of number of active nodes estimation errors on
W ABTMAC without RTS/CTS
802.11g with RTS/CTS performance
ABTMAC with RTS/CTS
8000 Average (in Wireless LAN.throughput (bits/sec))
' Estimated Throughput Throughput
7,000 —— ks s AISIINPAN M (bps) (bps)
[\ (without RTS/CTS) | (with RTS/CTS)
6,000 —f 5 50 5440 5500
5000 [ 100 (without error) 7000 6250
’ v N) SIS 150 6690 6438
4,000 /
3,000 ,/ Table 5. WLAN throughput for different packet lengths
2,000
Packet Throughput
1,000 length (bps)
. (Byte)
i T T T T T I 85 (optimal value) 7000
om 10m 20m 30m 40m 50m 60m 256 6650
1024 6490
Fig. 12. Average throughput for IEEE 802.11g and ABTMAC. 2048 6440
:m§§a;;:°;;§,§ggTS ever, based on the analytical results presented in Fig. €7, th
oon. A eraas (i Wireless LAN throughput (bits/sec)) performance of AOB is sensitive and may degrade Whe_n system
’ parameters change. The delay variation in the networkijruda
9000 from Fig. 7, when the number of active nodes rapidly becomes
8,000 3 times greater is 42.1% and 81.8% for ABTMAC and AOB,
7,000 respectively. Since it is not possible to analyze MFS by the a
6,000 —— alytic model used in this paper, ABTMAC is compared to AOB
5,000 M VAN in terms of the delay variation. The delay variation in ABTRIA
4,000 —pA is significantly smaller than AOB, and this is an advantagbef
3,000 method.
2,000 Finally, we evaluated the performance of the network when
1,000 the estimation of the number of active nodes is inaccurate an
o also when stations use packet lengths different from the opt
| . . . .
om  1om  20m 3m  4om  Som  com mal value obtained in Section Ill. Results are shown in Tadle
and 5. We infer from Table 4 that the impact of underestimat-
Fig. 13. Average throughput for MFS and AOB. ing M is higher than its overestimation. Underestimating

reduces the throughput by 11.9% and 22.2% in the cases with
and without RTS/CTS, respectively. Overestimatigin the
case without the RTS/CTS mechanism decreases the throughpu
and ABTMAC, while Fig. 13 illustrates the throughput of theyy 4.49%. In the RTS/CTS case, overestimatiigleads to an
MFS and AOB schemes. actual attempt rate that reduces th& RH D and therefore we
WLAN throughput is enhanced by using the attempt ratésve 3% throughput improvement. Based on the simulation re-
specified in Section lll. It can be seen in Fig. 12 that we haweilts presented in Table 5, using a packet length of 204&byte
38.9% and 53.8% throughput enhancement with and withomhich is greater than the optimal value, decreases the ghrou
RTS/CTS, respectively, when using ABTMAC instead of thput by 8%.
legacy DCF. It is observable from Figs. 12 and 13 that ABT-
MAC outperforms MFS in the case without the RTS/CTS, and
their performance is almost identical to the case with RTSC V. CONCLUSION
As previously stated, AOB does not consider the RTS/CTSIn this paper, we introduced ABTMAC, a MAC protocol
mechanism. Using the method described in AOB mechanidrased on IEEE 802.11 DCF. In ABTMAC, a higher protocol
[4], we obtain that stations should transmit their framethwai capacity in comparison with legacy DCF is achieved by tun-
probability of 0.001798 in each slot time when the packegien ing the backoff window size and using an optimal packet lengt
is 34 slots and there are 100 active stations in the netwdris T(when the RTS/CTS mechanism is not used). Tuning the backoff
probability of transmission leads to an attempt rate of 0118 window size is done via fixing the transmission attempt rdite o
(1/slots) that conforms to the results presented in Fig. 8. Atations. We determined appropriate values for the atteatet
pointed out in Section Ill, our proposed MAC protocol workén the cases with and without using the RTS/CTS mechanism.
at an attempt rate near the point that maximizes the thrautgh@ur proposed ABTMAC protocol is backward compatible with
(or minimizes the access delay). Therefore, simulationltgs legacy DCF. Different levels of QoS can be guaranteed for dif
show that the performance enhancement of AOB is higher thi@ment users by specifying appropriate attempt rates. ditiad
ABTMAC in the case without the RTS/CTS mechanism. Howo the analytical results, the performance of the proposé@CM
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protocol was evaluated through simulations. The resutisreld

that ABTMAC can significantly outperform IEEE 802.11 DCF
and also offers satisfactory performance in comparisorittero

similar approaches.
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