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Modeling and QoS Analysis of the IEEE 802.11p
Broadcast Scheme in Vehicular Ad Hoc Networks

Baozhu Li, Gordon J. Sutton, Bo Hu, Ren Ping Liu, and Shanzhi Chen

Abstract: Quality of Service (QoS) and queue management are
critical issues for the broadcast scheme of IEEE 802.11p systems
in Vehicular Ad hoc Networks (VANETs). However, existing 1-
dimensional (1-D) Markov chain models of 802.11p systems are
unable to capture the complete QoS performance and queuing
behavior due to the lack of an adequate finite buffer model.
We present a 2-dimensional (2-D) Markov chain that integrates
the broadcast scheme of the 802.11p system and the queuing
process into one model. The extra dimension, which models the
queue length, allows us to accurately capture the important QoS
measures, delay and loss, plus throughput and queue length, for
realistic 802.11p systems with finite buffer under finite load. We
derive a simplified method to solve the steady state probabilities
of the 2-D Markov chain. Our 2-D Markov chain model is
the first finite buffer model defined and solved for the broadcast
scheme of 802.11p systems. The 2-D model solutions are validated
by extensive simulations. Our analyses reveal that the lack of
binary exponential backoff and retransmission in the 802.11p
system results in poor QoS performance during heavy traffic
load, particularly for large VANETs. We demonstrate that our
model provides traffic control guidelines to maintain good QoS
performance for VANETs.

Index Terms: IEEE 802.11p, Broadcast Scheme, VANET, 2-D
Markov Chain.

I. INTRODUCTION

TRAFFIC congestion has been increasing worldwide as a
result of increased motorization, urbanization, population

growth, and changes in population density. Congestion reduces
efficiency of transportation infrastructure and increases travel
time, air pollution, and fuel consumption. Intelligent Transport
Systems (ITS) aims at providing innovative traffic management
services that enable road users to be better informed. Vehicular
Ad-hoc Networks (VANETs), as an important component of
ITS, has attracted significant attention from both industry and
research communities [1].

In recent years, a novel type of wireless access called Wireless
Access for Vehicular Environment (WAVE) [2] has been pro-
posed, which is dedicated to vehicle-to-vehicle and vehicle-to-
roadside communications. Also dedicated short-range commu-
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nication (DSRC) [3], [4] has been standardized to support both
public safety applications and private applications in VANETs.
Moreover, an IEEE task group working on the IEEE 802.11p
standard has amended the IEEE 802.11 standard to support
VANET [5].

In VANETs with high-speed vehicles and frequent topolo-
gy changes, broadcast has been proved an effective message
delivery mode [6], [7], [8]. Additionally, route messages are
exchanged through broadcasts periodically between neighbor-
ing vehicles to establish routes, such that congestion and/or
emergency messages can be relayed to avoid further delay or
damages when an accident happens [9]. In addition, most
network services (e.g., address resolution protocol, dynamic
host configuration protocol) also use some form of broad-
cast/multicast communication.

We propose a 2-D Markov chain queueing model with finite
buffer under finite load to characterize the IEEE 802.11p broad-
cast scheme for VANETs. In our 2-D model, the 1st dimension
represents the backoff process and the 2nd dimension embodies
the queueing process. Compared with previous 1-D models, we
introduce a new dimension to characterize the buffer occupancy.
This extra dimension allows us to eliminate the impractical
bufferless or infinite buffer assumptions of previous 1-D models.
Our 2-D model can be seen as a transformation of the 3-D
WLAN Markov model of [10] into the 2-D VANET Markov
model proposed here. The proposed 2-D Markov chain is solved
by adapting the CTB method of [10] to VANET. Analytical
results, validated by simulations, demonstrate that our 2-D
model accurately characterizes network performance such as
collision probability and throughput. Furthermore, the extra
dimension allows us to obtain practical QoS measures, such
as queue length, packet delay, and queue blocking probability,
which are difficult to achieve with existing 1-D models.

Our model results provide a number of interesting insights
into VANET protocol behavior. Our results and analysis show
that the broadcast traffic reaches saturation at higher offered load
than that of unicast traffic due to the lack of retransmission.
When operating under saturation, due to the absence of binary
exponential backoff, the broadcast traffic achieves worse perfor-
mances, i.e. higher collision, lower throughput, higher delay
and higher packet loss, than that of unicast traffic. Additionally,
the performance degradations are worse for larger networks
due to higher contention levels from a large number of nodes
and the lack of exponential backoff. Our analysis reveals that
such high contention results in significant waste of the radio
resources. Our model points to a Network traffic load threshold
beyond which the network QoS degrades. Such threshold can
be used to provide traffic control guidelines to maintain VANET
QoS performance. As put in [11], "evaluating messaging
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reliability and designing mechanisms to reduce interference
and congestion requires an in-depth understanding of MAC
performance under congestion". Our modeling directly adds to
this in-depth understanding.

The remainder of the paper is organized as follows. Related
works are discussed in Section II. In Section III we present a
brief overview of the broadcast service of IEEE 802.11p in the
context of VANET. In Section IV we introduce our proposed
2-D Markov chain queueing model. In Section V we present a
simplified method to solve the 2-D Markov model. In Section VI
we analyze the performance of the broadcast scheme in VANET
with model and simulation results. Concluding remarks are
given in Section VII.

II. RELATED WORK

Significant work has been done on the design and analysis of
VANETs. In [12], Xu et al. designed several random access
protocols for medium access control in single-hop broadcast to
improve reception reliability and channel throughput. In [13],
Torrent-Moreno et al. addressed the question of how well a
priority mechanism was able to work in IEEE 802.11-based ve-
hicular ad hoc networks and showed that the broadcast reception
probability can become very low under saturation conditions.
In [14], Jiang et al. provided an overview of DSRC based
vehicular safety communications and proposed a coherent set of
protocols to address channel congestion control and broadcast
performance improvement for vehicular safety communication.
In [15], ElBatt et al. discussed the suitability of DSRC periodic
broadcast message for cooperative collision warning application
and explored two design issues, namely performance trends
with distance and potential avenues for broadcast enhancement.
However, all these analyses and observations are based on
simulations.

Theoretical analysis of VANETs is mainly based on the
Markov chain model pioneered by Bianchi. Bianchi’s 2-D
Markov chain model [16] successfully characterised the perfor-
mance of the IEEE 802.11 MAC protocol under the assumptions
of saturated traffic conditions and infinite buffer size. Subse-
quently, there are a number of extensions of Bianchi’s model.
Malone et al. [17] added post-backoff states to Bianchi’s model
to analyse the unsaturated traffic networks under a bufferless
assumption. Liu et al. proposed a 3-D Markov chain model
with finite buffer under unsaturated traffic load. This 3-D model
characterises the QoS measures of IEEE 802.11 networks.

Markov chain analyses have been applied to VANETs. In
[18], saturation performance of the broadcast scheme in IEEE
802.11 was studied by constructing an analytical model to
characterize the operation of the backoff counter for broadcast
service. They divided the backoff counter process into two
sub-processes and constructed hierarchical models to calculate
a transmission probability in each slot. Then, they adopted the
concept of a virtual slot to combine two sub-process models, for
the channel probability and freeze length expectation, so that
closed-form expressions of typical saturation performance for
broadcast could be derived. They pointed out that analytical
models for saturation performance evaluation of IEEE 802.11
unicast communication cannot simply be reduced for the anal-
ysis of broadcast service and gave constructive suggestions to

improve the performance of the broadcast service.
In [19], Ma et al. constructed a 1-D Markov chain model with

two levels of safety services to characterize the backoff counter
process of each vehicle in IEEE 802.11 broadcast network.
Then they applied the proposed model to evaluate the impact
of the message arrival interval, channel access priority schemes,
the hidden terminal problem, fading transmission channels,
and highly mobile vehicles on transmission delay and packet
reception rates. In an extended work [6], they constructed a 1-D
Markov analytical model to evaluate performance and reliability
indices such as channel throughput, transmission delay, and
packet reception rates of a typical network solution for DSRC-
based safety-related communication under highway wireless
communication environment. From the obtained numerical
results under various offered traffic and network parameters,
new insights and enhancement suggestions were given.

In [20], each node was modeled as a discrete time G/G/1
queue, by which the queueing delay and queue length charac-
teristics were evaluated in an IEEE 802.11 MAC based wireless
network. In [7], an analytic model that combined a discrete
time M/G/1 queue with a 1-D Markov model was presented
to evaluate the performance indices of IEEE 802.11 ad hoc
broadcast networks such as packet delay, throughput, packet
delivery ratio, and service time distribution in safety related
vehicle-to-vehicle (V2V) communication. The discrete time
M/G/1 queue modeled occasional occurrences of safety related
messages in each vehicle and the 1-D Markov chain modeled
the backoff counter process of each station in IEEE 802.11
broadcast network. In [9], a combination of a 1-D Markov
model and a discrete time D/M/1 queue was presented to
analyse the performance of periodic broadcast in VANETs,
providing measures such as packet collision probability and
average packet delay. In such combined Markov and queueing
models, the service time has an unknown complex distribution
due to the complicated contention resolution operations. As
such, only approximations to the first moment of the service
time can be obtained. As a result, these combined models
assume an infinite buffer for each VANET node.

In our proposed 2-D Markov chain, the unsaturated load
is described by post-backoff states and an idle state. The
queueing process is represented by an extra dimension, such
that a finite buffer can be characterised. This 2-D Markov
chain integrates the 802.11p contention resolution procedure
and queueing process into one model. By solving this 2-D
Markov chain, all the VANET QoS measures, system delay and
blocking probabilities, plus throughput and collision probability,
can be obtained without an explicit service time distribution
solution.

III. BROADCAST SCHEME IN IEEE 802.11P

The IEEE 802.11p, also known as dedicated short-range
communication (DSRC), is a WLAN standard intended for
ITS. In order to provide priority-based QoS support, IEEE
802.11p borrowed the ideas of enhanced distributed channel
access (EDCA) in IEEE 802.11e as MAC method, which is an
enhanced version of the basic distributed coordination function
(DCF). EDCA uses carrier sense multiple access with collision
avoidance (CSMA/CA) mechanism which is one of the most
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Fig. 1. Basic access mechanism for broadcast.

popular medium access control protocols for Ad Hoc wireless
networks designed to reduce collision due to multiple nodes
transmitting simultaneously on a shared channel. This means
that the node starts by listening to the channel, and if it is
idle for an arbitration interframe space (AIFS), the node starts
transmitting directly; if the channel is busy or becomes busy
during the AIFS, the node must perform a backoff procedure.
In the 802.11p EDCA, there are four available access categories
(ACs) with different priorities according to their criticality for
the vehicle’s safety in a vehicle node: background traffic (BK),
best effort traffic (BE), voice traffic (VO) and video traffic (VI).
Different AIFS and Contention Window (CW) values are chosen
for different ACs.

Broadcast services are widely used in various Ad Hoc net-
work applications especially in VANETs where vehicles with
relatively high speed move along roads[4], [21]. In WAVE,
urgent messages have to be broadcast over the CCH during the
mandatory periods, so that they can be received by as many
devices as possible. Therefore, in the paper we mainly focus on
research of QoS and queue management for broadcast scheme
in the IEEE 802.11p. For simplicity, we only pay close attention
to one of the four available ACs, since all four use the same DCF
broadcast scheme. The only difference is the duration of AIFS
and the size of CW as mentioned above.

In broadcast scheme, according to the IEEE 802.11p protocol,
no acknowledgement (ACK) shall be transmitted by any of the
recipients of the packet, as replying ACK will cause the ACK
explosion problem[22]. When broadcast MAC Protocol Data
Units (MPDUs) are transmitted from a station, only the basic
access procedure shall be used. There is no MAC-level recovery
or retransmission on broadcast frames. As a result, the reliability
will be lower in comparison with that in unicast. Additionally,
no request-to-send/clear-to-send (RTS/CTS) handshake scheme
shall be used regardless of the length of the packet, because
CTS has the same explosion problem as ACK. When broadcast
data units are transmitted from a node, only the basic access
procedure shall be used. Moreover, since a packet collision
can not be detected, once the size of the Contention Window,
denoted as W0, is determined, it will remain constant regardless
of whether a packet collides or not. As such, collision can
be more serious in broadcast, thus modeling such scheme is
important for the success of VANET.

The basic DCF access method for the IEEE 802.11 broadcast
scheme is depicted in Fig. 1. Consider a node (i.e., a car)
that has an empty queue and is in the idle state. When a new
message arrives to broadcast, the node first senses the activities

of the channel. If the channel is free for a period of time
that exceeds the distributed interframe space (DIFS), the node
transmits. Otherwise, if the channel is sensed busy, the node
continues to sense the channel until the channel is sensed idle for
a DIFS. The node then starts a backoff process and generates a
backoff time counter that it selected uniformly in the contention
window [0,W0 − 1]. The backoff time counter is decremented
when the channel is sensed idle for a slot time, denoted as σ,
or frozen when the channel is sensed busy, being subsequently
reactivated and decremented when the channel is idle for more
than a DIFS again. When the backoff time counter reaches
zero, the node transmits the packet at the head of the queue.
In contrast to the binary exponential backoff scheme in unicast,
there is no retransmission in broadcast. After transmission, the
node begins another backoff process, again generating a backoff
counter uniformly in the contention window [0,W0 − 1]. If
the queue is empty, this process is referred to as post-backoff;
otherwise it is referred to as backoff stage-0. From post-backoff:
if a packet arrives before the backoff counter reaches zero, the
packet at the head of the queue is transmitted when backoff
counter reaches zero; if instead a packet arrives within σ of
the backoff counter reaching zero, the packet is immediately
transmitted; and otherwise the node returns to the idle state and
waits for a new packet to arrive. See IEEE 802.11 standard[23]
for details.

IV. THE 2-D MARKOV CHAIN QUEUEING MODEL FOR
BROADCAST SCHEME

A. Assumption

First of all, we assume that all vehicles in a VANET are
equipped with GPS receivers and sensors, from which the states
of a vehicle (e.g., location, speed, direction, and acceleration)
can be easily obtained. Secondly, we assume that at most only
one packet can arrive per time slot, ignoring higher order of
arrivals, similar to [17]. And we assume that the collision
probability is state-independent which is a common assumption
in [20], [10] and [17].

B. Markov Chain Queueing Model

The 2-D embedded Markov chain1 queueing model, which is
depicted in Fig. 2, models the broadcast scheme of each node by
a 2-tuple (h, k) in conjunction with an idle state, denoted (idle).
In the 2-tuple, the index h models the queue occupancy, 0 ≤
h ≤ L, where L is the maximum queue length. This allows us
to characterize the queueing process more accurately and derive
the desired QoS performances such as queue length, blocking
probability, queueing delay and so on. The index k models the
backoff counter, 0 ≤ k < W0.

Let q be the probability that a packet arrives while in each
backoff state, qT be the probability that a packet arrives while
in each transmission state and p be the collision probability for
the node. In Fig. 2, the top row represents the post-backoff and
idle states. The next row of states, indexed (1, 0) to (1,W0 −
1), represents the backoff states when there is one packet in the
queue. The next row of states, indexed (2, 0) to (2,W0 − 1),
represents the backoff states when there are two packets in the

1The Markov chain ’embedded’ because the states have different durations.
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Fig. 2. 2-D Markov Chain Queueing Model for the Broadcast scheme.

queue. And the last row of states, indexed (L, 0) to (L,W0−1),
represents the backoff states when there are L packets in the
queue, i.e. the queue is full.

In each backoff state when the index h is less than the queue
length L and the index k does not equal 0, one new packet
arrives at the node with probability q before the next counter
decrement. This makes the model transition to the state with
an increment in index h = h + 1 and a decrement in index
k = k − 1. Otherwise, the model, with no-packet-arrival
probability 1 − q, will enter the state with a fixed value in
index h = h and a decrement in index k = k − 1, which
indicates no change in queue occupancy. Describing the above
procedure using expressions is as follows: for 0 ≤ h < L and
0 < k < W0,

P [(h, k − 1)|(h, k)] = 1− q (1)

P [(h+ 1, k − 1)|(h, k)] = q. (2)

On the other hand, in the states when the index h equals the
queue length L (i.e., the situation that the queue is full) and the
index k does not equal 0, the model transitions to its next state
with probability 1. The expression is as follows:

P [(L, k − 1)|(L, k)] = 1, 0 < k < W0. (3)

In each backoff state when the index h does not equal 0 and
the index k equals 0 (i.e., the state when the packet at the queue
head is sent), the packet at the queue head departs from the
queue. When transition from this state, the queue occupancy
will remain fixed with packet arrival probability qT and will
decrease by 1 with the probability 1 − qT because of no packet
arrival, and the index i representing the backoff counter will
be uniformly chosen in the range (0;W0 − 1) inclusive. The
procedure can be described as follows: for 0 < h ≤ L,

P [(h− 1, k)|(h, 0)] = 1− qT
W0

, 0 ≤ k < W0 (4)

P [(h, k)|(h, 0)] = qT
W0

, 0 ≤ k < W0. (5)

In the state (0, 0), if a packet arrives before σ seconds elapse,
the packet is immediately transmitted, then the node enters
postbackoff. We approximate the probability of this occurring
as q. So, from (0, 0), the model transitions to (idle), with
probability 1 − q, or to one of the states indexed (0, k), 0 ≤
k < W0, each with probability q/W0. It follows therefore that

P [(idle)|(0, 0)] = 1− q (6)

P [(0, k)|(0, 0)] = q

W0
, 0 ≤ k < W0. (7)

When the model is in the idle state, it remains there with
probability 1 − q, because of no packet arrival. When a packet
arrives, with probability q, the STA performs a carrier sense, and
senses a clear channel with probability 1 − p. If the channel
is sensed ‘clear’, the STA transitions to the state (1, 0) and
immediately begins a transmission attempt. Otherwise it enters
a backoff and selects a random initial backoff count uniformly
from 0 to W0 − 1. The expressions of the procedure are:

P [(idle)|(idle)] = 1− q (8)

P [(1, 0)|(idle)] = (1− p)q +
pq

W0
(9)

P [(1, k)|(idle)] = pq

W0
, 0 < k < W0. (10)

This proposed 2-D Markov chain integrates the IEEE 802.11p
backoff and the system queueing process, for a vehicular node
with a finite queue, into the one model. As such, the model
enables us to investigate the complete range of QoS measures,
packet delay, average queue length, and queue overflow, in
addition to the collision probability and throughput.

V. SOLUTION TO THE 2-D MARKOV CHAIN QUEUEING
MODEL

In this section we first present the solution to the Markov
chain, and then derive the system performance and QoS mea-
sures.
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A. Modified CTB Solution

To solve the new VANET broadcast Markov chain, depicted
in Fig. 2, we apply the Collapsed Transition onto Basis (CTB)
method presented in [10]. In [10], the CTB method was applied
to the 802.11 DCF protocol, which includes the exponential
backoff scheme, whereas here we apply the CTB method to
the 802.11p protocol, where each packet is transmitted as a
broadcast and only once, regardless of whether the packet is
received correctly or not. Using the 802.11 terminology, both
modes have post-backoff, backoff stage-0, the idle state and
carrier sensing. The contrast is that the 802.11p protocol
only has backoff stage-0, since it has no acknowledgement
and no retransmissions, whereas the 802.11 DCF protocol
additionally has backoff stage-1 to backoff stage-s, where s
is the maximum number of retransmission attempts. The
simpler 802.11p broadcast system leads to a similar, yet simpler
solution.

The steady-state solution to the Markov chain model of
Fig. 2 can be obtained via the power method, which involves
constructing the (LW0 + 1)× (LW0 + 1) transition matrix for
the full Markov chain, then successively squaring, starting from
the transition matrix, until convergence. With a large matrix,
this can be computationally expensive. Instead, we used the
CTB method of [10], which collapses parts of the Markov chain,
while retaining the correct relative progression probabilities of
the remaining states to produce an easily solved Markov chain
comprising just L+ 1 states.

We use the same terminology and notation as used in [10].
As such, we define the states (h, 0), 0 ≤ h ≤ L, to be the
transmission states, and the states (h, k), 0 ≤ h ≤ L, 0 <
k ≤ W0 to be the backoff stage-0 states, reiterating that there
is only the one backoff stage, stage-0. Let V be the ordered set
of transmission states (0, 0), .., (L, 0), and v be the associated
steady-state probabilities of V .

The approach in [10], for the 802.11 DCF protocol, proceeds
by following the progression of the system from the initial trans-
mission attempt for a particular packet through to the packet’s
completion, which may involve multiple backoff stages, then
through post-backoff/backoff stage-0 to the next packet’s initial
transmission attempt. The progression of the system through
the idle state is also followed as a separate loop. The process is
the same for the 802.11p protocol except there is only backoff
stage-0.

In particular, in [10] for the 802.11 DCF protocol, the
matrix B contains the progression probabilities from V onto
the set of transmission states. For the 802.11p protocol, the
set of transmission states is simply V , so B equals the identity
matrix and can be omitted. Next, the matrix C contains the
progression probabilities from the set of transmission states
onto the ‘fan-out’ backoff count selectors for backoff stage-
0. The ‘fan-out’ backoff count selectors, as described in [10],
are not states, but are transition branching points. The matrix
D then contains the progression probabilities from the stage-
0 ‘fan-out’ backoff count selectors, through backoff stage-0,
back onto V . This step effectively collapses all the states in
backoff stage-0 onto the transmission states of backoff stage-
0, discarding all information about the particular paths through
backoff stage-0, but maintaining the cumulative probabilities

of reaching each element of V . Another matrix, denoted E,
contains the progression probabilities from V , through the idle
state, then directly back to V , or more specifically from (0, 0)
back to (1, 0), without entering backoff; this path results from
the channel being sensed clear just after a packet arrives when
the node is in the idle state. Combining these steps, we obtain
the collapsed (L + 1)-state Markov chain comprising V , with
transition probabilities equal to the progression probabilities
between V in the full Markov chain of Fig. 2. Hence, the relative
steady-state probabilities of V for the collapsed and full Markov
chains are proportional. The (L+1)× (L+1) transition matrix
for the collapsed Markov chain is denoted A, such that v = Av,
whence A = DC+E.
C is almost the same as C obtained from [24], which contains

errata to [25], with i = s = 0. The difference is that
C[1, 1] needs modifying to account for broadcasting with no
retransmissions, where C[i, j] is the ith row and jth column
of C. C is then:

C[1,1] = q;

C[2,1] = p(1− q);

C[h,1+ h] = (1− qT ), for h = 1, .., L;

C[1+ h,1+ h] = qT , for h = 1, .., L;

C[i, j] = 0, otherwise.

D and E can be obtained directly from [24] and [25] respective-
ly, which are included here for completeness:

D[1+ h,1+ h− f ] =
qf

W0

W0−1−f∑
j=0

(
j + f

f

)
(1− q)j ,

for
{

h = 0, .., L− 1,
f = 0, ..,min(h,W0 − 1);

D[i, j] = 0, otherwise, for i ̸= L+ 1; and

D[L+ 1, j] = 1−
L∑

h=1

D[h, j], j = 1, ..,L+ 1

and

E[i, j] =

{
(1− p)(1− q), i = 2, j = 1,
0, otherwise, i, j = 1, .., L+ 1.

To obtain v, we first solve the vector of steady-state proba-
bilities for the collapsed system, denoted ṽ, which equals the
eigenvector of A with eigenvalue 1 that has ||ṽ||1 = 1, where
|| · ||1 is the 1-norm. Note that ṽ can be readily obtained for the
relatively small (L+1)× (L+1) matrix A. We then normalise
ṽ by c to give v = ṽ/c, where c is the normalising constant
that ensures the sum of the steady-state probabilities of the full
Markov chain equals 1. That v is unique is proved in [25].

To calculate the normalisation constant c, we sum the prob-
abilities of being in each state of the full Markov chain, con-
ditional on being in V with probabilities ṽ. Conditional on ṽ,
the probability of reaching one of the backoff stage-0 backoff
count selectors is ||Cṽ||1, whence there are many different
paths through backoff stage-0; on average these paths comprise
(W0+1)/2 transitions. The idle state is only reached from state
(0, 0), with transition probability 1− q, and once the idle state is
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entered, the average number of transitions spent before leaving
it is 1/q. So, we have:

c = ||Cṽ||1(W0 + 1)/2 +
1− q

q
ṽ[1, 1]. (11)

This uniquely determines the steady-state probabilities of the
embedded Markov chain of Fig. 2, given the parameters p, q and
qT . We can then obtain the state probability that the particular
vehicle is transmitting, denoted τ , as:

τ = ||v||1 − (1− q)v[1, 1], (12)

noting that ‘state probability’ refers to the embedded Markov
chain probabilities, in which each state is given equal weight.
We will later need the time probabilities, in which each state is
weighted by its average duration. The time probabilities will be
used to determine the Markov chain parameters, p, q and qT ,
and to evaluate the throughput and QoS measures.

B. State-to-time Conversion

To convert the Markov chain state probabilities to time
probabilities, each state is weighted by its average duration and
normalised by the average state duration. In this section we
calculate the average duration for each state and the average
duration over all the states.

We assume a symmetric network, in which all vehicles have
the same offered load and follow the IEEE 802.11p protocol.
We assume a perfect channel, with no noise and no fading, and
that all vehicles in the network can hear transmissions made by
other vehicles in the network. Since all vehicles follow the
IEEE 802.11p protocol, the network counts are synchronised
such that all the vehicles make simultaneous state transitions
(e.g. backoff countdowns, or idle-state transitions). We assume
that all vehicles broadcast the same sized packets and that the
state duration of a broadcast is Tb. That is, when any vehicle
is broadcasting, the current state duration for all vehicles is Tb.
When no vehicle is broadcasting, the state duration is instead a
slot time, which we denote σ.

Let n denote the number of vehicles in the network. Re-
calling that τ is the state probability that a particular vehicle is
broadcasting, the state probability that none of the n vehicles are
broadcasting, which we denote Pe, is Pe = (1−τ)n. Hence, the
state probability that at least one vehicle is broadcasting, which
we denote, Pb, is Pb = 1 − Pe. The average state duration,
which we denote Es, is then

Es = Peσ + PbTb. (13)

As explained in [10], the average duration for states in which
the vehicle is not transmitting, denoted Es|n−1, is equivalent to
Es for an (n-1)-vehicle system, due to vehicle independence.
Thus:

Es|n−1 = Pe|n−1σ + Pb|n−1Tb, (14)

where Pe|n−1 = (1− τ)n−1 and Pb|n−1 = 1− Pe|n−1.

C. Markov chain parameters

The Markov chain models a single node in the system. The
nodes of the system are dependent though because they share

the same channel, which causes collisions. When a particular
vehicle broadcasts, a collision will occur if at least one other
vehicle is also broadcasting. As such, for a symmetric n-vehicle
system, the collision probability, p, is:

p = 1− (1− τ)n−1. (15)

p also equals the carrier sense probability that the channel is
sensed ‘busy’. We quantify the offered load for the network
as was done in [10], and define the normalised offered load,
denoted λ, as the expected number of packets delivered to all n
nodes per time for a broadcast. We also define rq as the average
packet arrival rate per second at each node. Thus:

λ = nrqTb, (16)

qT = rqTb (17)

and
q = rqEs|n−1. (18)

We wish to find the solution to a symmetric n-vehicle sys-
tem, with maximum queue length L that is operating with a
normalised offered load λ. For a given set of p, q and qT , solving
the Markov chain gives τ and in turn, Es|n−1. Conversely, (15)-
(18) provide equations for p, q and qT , based on τ , Es|n−1 and
network interactions. We use the following iterative procedure,
similar to that in [10], to find the set of p, q, qT and τ that
simultaneously satisfies the Markov chain relationships and the
network interaction equations:
• define n, L and λ of interest;
• select a candidate τ ;
– calculate p, q and qT from (13)-(18);
– solve the Markov chain queueing model for p, q and qT , as

in Section V, and obtain τ from (12);
– compare the Markov chain τ to the candidate τ

• if discrepancy is small enough, stop;
• else, decide next candidate τ based on a search method and
loop.

D. Network Properties

Once the single-vehicle Markov chain and network interac-
tion models are simultaneously solved, we can calculate various
network properties and QoS measures. In particular, again using
the notation from [10], we can calculate:
• S, the throughput, or proportion of time the network spends
successfully transmitting payload data;
• Q̄, the average interface queue occupancy (at arrival times);
• PB , the queue blocking probability (or proportion of offered
load lost due to the input buffer being full); and
• Dt, the total system delay (or the average time from when a
packet first joins the input interface queue till it is successfully
transmitted).

As in [10], S can be calculated as:

S = PsEp/Es, (19)

where Ep is the expected time spent transmitting payload data
during each successful transmission and Ps is the network state-
probability of a successful transmission, given by:

Ps = nτ(1− p). (20)
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To determine Q̄, we follow the derivation in [10], Section
III.E, adapting it to the broadcasting scenario, which results in
slightly different equations. The steps involved are:
1. calculate the state probability of being in states with queue
occupancy h, denoted Ps[Q = h], for 0 ≤ h ≤ L;
2. split each Ps[Q = h] into transmitting and non-transmitting
components by calculating the state probability of broadcasting
with queue occupancy h, denoted Ps[Q = h ∩ Tx], for 0 ≤ h ≤
L;
3. weight the two components for each queue length by the
average duration of the states in the component (either Tb or
Es|n−1) and normalise by the node-average state duration, to
give the time probability of having queue occupancy h, denoted
P [Q = h], for 0 ≤ h ≤ L;
4. obtain Q̄ as the weighted average of P [Q = h].

To find Ps[Q = h] for Step 1), we first define H0, as in
[10], which is the (L+ 1)× (L+ 1) matrix that maps the state
probabilities of reaching the stage-0 backoff count selectors onto
the summed state probabilities of being in states with queue
length h, 0 ≤ h ≤ L, during backoff stage-0. H0 can be
obtained from [24] by setting i = 0, which becomes:

H0[1 + h+ f, h+ 1]

= 1
W0

W0−1∑
k=f

k−f∑
r=0

(
r + f

f

)
(1− q)rqf ,

for
{

h = 0, .., L− 1,
f = 0, ..,min(L− 1− h,W0 − 1);

H0[j, k] = 0, otherwise, for j ̸= L+ 1;

H0[L+ 1, k] = W0+1
2 −

L∑
j=1

H0[j, k], for k = 1, .., L+ 1.

Then, including non-backoff contributions to Ps[Q = h],
which comprise being in (idle) and transmitting in (1, 0) di-
rectly after a packet arrives in (idle) and the channel is sensed
’free’, we have:

Ps[Q = h] = (H0Cv)[h+ 1, 1] + δ0h
1− q

q
v[1,1]

+δ1h(1− p)(1− q)v[1, 1], (21)

where δxy is the kronecker delta function and equals 1, if x = y,
and otherwise 0. Ps[Q = h ∩ Tx], for Step 2), comes directly
from v, noting a correction is needed for (0, 0), giving:

Ps[Q = h ∩ Tx] = v[h+ 1, 1]− δ0h(1− q)v[1, 1]. (22)

Weighting broadcasting states by Tb and non-broadcasting
states by Es|n−1, and normalising by Es, gives P [Q = h] as:

P [Q = h] = ((Ps[Q = h]− Ps[Q = h ∩ Tx])Es|n−1

+Ps[Q = h ∩ Tx]Tb)/Es. (23)

Then, finally, Q̄ is:

Q̄ =
L∑

h=0

hP [Q = h]. (24)

The states (L, 0), .., (L,W0 − 1) represent when the queue is
full. In these states, if a new packet arrives it is blocked, except

for (L, 0). For (L, 0), the packet being transmitted is removed
from the queue, in time to allow a new arrival. Thus,

PB = P [Q = L]− v[L+ 1, 1]Tb/Es. (25)

Dt can be calculated as the sum, over all states in which
an arriving packet can join the input interface queue, of the
time-probability of the packet arriving in that particular state,
given the packet is successfully transmitted at some point, times
the average time from the packet’s arrival till its completed
transmission, given it arrives in that state and is successfully
transmitted. That is:

Dt =

W0−1∑
k=0

L−1+δk0∑
h=0

a((h, k))d((h, k)) + a((idle))d((idle))

W0−1∑
k=0

L−1+δk0∑
h=0

a((h, k)) + a((idle))

.

(26)
where a(state) is the probability that a packet arrives in the
state state and is successfully transmitted at some point; and
d(state) is the average time to successfully transmit a packet
that arrived in the state state.

To evaluate the components of Dt, we define Λ as the average
time from the initiation of a new backoff stage-0 countdown,
given that there is a packet in the queue, till the packet at the
head of the queue has been broadcast. Thus,

Λ = Tb +
W0 − 1

2
Es|n−1. (27)

Under the perfect channel assumption, the probability that a
packet in the queue is successfully transmitted at some point is
1− p, regardless of the path to the transmission attempt. Hence,
Λ is the time till both a successful and an unsuccessful broadcast
occurs.

For (idle), there are two cases. The packet is either directly
broadcast, with probability 1 − p, after the channel is sensed
‘clear’, or otherwise broadcast after a backoff countdown. If
directly broadcast, the processing time is Tb; if broadcast after a
backoff countdown, the average processing time is Λ. The time
probability of being in (idle) is 1−q

q v[1, 1]
Es|n−1

Es
.

For post-backoff states, if a packet arrives during the backoff
countdown, it is broadcast at backoff count 0. Let the sum
contributions from post-backoff states to the numerator of Dt in
(26), be dpb. To obtain dpb, we convert the state probabilities of a
packet arriving in each post-backoff state and being successfully
broadcast to time probabilities, then weight each state by the
average time to complete the broadcast from this state. After
some working we obtain

dpb =
(Cv)[1, 1]

W0

Es|n−1

Es
(1− p)

W0−1∑
k=0

(1− (1− q)k+1)

[Tb + (W0 − k − 1

2
)Es|n−1]. (28)

For backoff states (i.e. with non-empty queue) that also have
a non-full queue, we approximate the time to process the packet
that is head-of-the-queue upon the new packet’s arrival as Λ/2.
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Table 1. Simulation Settings

Parameter Value
Timeslot size, σ 20 us
DIFS 50 us
Propagation delay, δ 1 us
Basic rate, br 1 Mbit/s
Transmission rate, tr 1 Mbit/s
CW size, W0 32
Preamble+PLCP_Hdr, Lp 144+48 bits
MAC_Hdr+FCS, LH 30+4 bytes
Data payload, LP 64 bytes

After this, there are h packets to fully process, including the
new packet. Each of these h packets in the queue then takes
Λ on average to process. Hence, the average processing time
for packets arriving in backoff states with 0 < h < L, is
approximated as (h+ 1/2)Λ.

For backoff states with h = L, packets can only join the
queue in (L, 0), where a spot in the queue is freed by the
broadcasting process. After the current broadcast, there are
L full packets to process. The time probability of a packet
joining the queue in (L, 0) is v[L+1, 1]Tb/Es, and the average
processing time is Tb/2 + LΛ.

Putting this all together to evaluate (26), we have:

Dt =

[
1− q

q
v[1, 1]

Es|n−1

Es
((1− p)Tb + pΛ)

+
dpb
1− p

+
L−1∑
h=1

P [Q = h](h+
1

2
)Λ

+v[L+ 1, 1]
Tb

Es
(
Tb

2
+ LΛ)

]
/(1− PB), (29)

noting that since the probability that the packet is broadcast
successfully is 1− p for all contributing states, it cancels out.

VI. SIMULATIONS AND PERFORMANCE ANALYSIS

Extensive simulations were conducted in ns-2 to validate the
accuracy of our 2-D Markov chain queueing model. The ns-
2 802.11 DCF module were modified to simulate the 802.11p
broadcast scheme. All nodes are within communication range
of each other, and each node independently generates Poisson
traffic with specified rate. Each simulation experiment for a
particular network configuration was run for 80 seconds after
a 10 second initialisation. The values of interest were calculated
for each subsequent 10-second block. The average of the eight
10-second blocks was taken as one simulation value. We have
verified that, with such simulation time, the 95% confidence
intervals for various measures were approximately the same
size as the symbols, or smaller, and have hence been omitted
in the following figures. The network parameters used in the
simulations are given in Table 1.

A. Model validation and performance comparisons

Fig. 3 shows the collision probability varying with normalized
offered load λ for different network sizes. The solid, dashed
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Fig. 3. Collision probability vs offered load over different network sizes.

and dot-dashed curves are for network sizes n = 5, 10 and 20
respectively. It can be seen that there is a very close match
between our 2-D model predictions (lines) and the simulation
results (markers). At light traffic load, λ < 0.5, the collision
probabilities are close to zero. At higher traffic load, λ >
0.8, the collision probabilities rise sharply with λ, level off at
different λ, and reach different saturation values for different
network sizes. The saturated collision probabilities are higher
for larger networks due to higher contention levels created by
more competing nodes.

Compared with the collision probabilities of unicast traffic,
e.g. Fig. 3 of [10], the collision probabilities of broadcast traffic
(shown in Fig. 3 here) level off at higher offered loads, and reach
higher saturation values. The reason for higher level-off load is
that there is no retransmission in the broadcast scheme. The lack
of retransmission results in lower effective load for the broadcast
scheme, and thus it takes higher offered load to reach saturation.
The reason for higher saturation collision probabilities is that
there is no binary exponential backoff in the broadcast scheme,
i.e. the contention window stays at W0 regardless of the network
contention level. That is, while the binary exponential backoff
in unicast schemes effectively reduces the collision probability,
there is no collision avoidance in broadcast scheme. As a result,
the saturated collision probabilities for broadcast traffic reach
higher saturation values than that of unicast traffic.

Fig. 4 shows the normalised throughput varying with nor-
malized offered load λ for different network sizes. We can
see again that there is a close match between our 2-D model
predictions (lines) and the simulation results (markers). The
normalised throughputs rise linearly as the normalized offered
loads increase, reaching their peaks at the network capacity
λ = 1.0. They then drop down as the collisions rise, leveling
off at different levels. The saturated throughput is lower for
larger networks. The reason is that the saturated collisions
are higher for larger networks as shown in Fig. 3. Such high
collisions result in wasted radio resources. Consequently, under
saturated conditions, as the network size increases, the collision
probability increases, leading to the decrease of the network
throughput.

Compared with the throughput of unicast traffic, e.g. Fig.
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Fig. 4. Normalised throughput vs offered load over different network sizes.
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Fig. 5. Average queue length vs offered load over different network sizes.

4 of [10], the throughput of broadcast traffic (shown in Fig. 4
here) level off at higher offered loads, and reach lower saturated
throughput. These can be explained by the lack of retransmis-
sion and binary exponential backoff, in the similar way as that
for Fig. 3.

Another important observation is the existence of a through-
put peak similar to that observed in [17], [10] for unicast traffic.
However, the throughput peak for broadcast traffic here is more
evident, particularly for larger networks.

B. QoS analysis

In addition to the collision and throughput results, our 2-
D Markov chain queueing model is able to characterize the
QoS measures, including queue length, delay, and blocking
probabilities.

Fig. 5 shows the average queue length varying with normal-
ized offered load λ for different network sizes. The queue length
exhibits an almost bimodal behavior. It is close to zero before
saturation, and is almost full when the network is saturated. The
switching point from empty to full queue corresponds to the
level of offered load where the network reaches saturation, i.e.
the level-off points in Figs. 3 and 4.
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Fig. 6. Average packet delay vs offered load over different network sizes.
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Fig. 7. Blocking probability vs offered load over different network sizes.

Fig. 6 shows the average packet delay varying with normal-
ized offered load λ for different network sizes. Not surprisingly,
the packet delay also exhibits an almost bimodal behavior,
similar to the queue length in Fig. 5. However, it is interesting
to note that packet delay reaches different saturation levels for
different network sizes: larger networks incur higher packet
delay. The reason is that there are more nodes transmitting in
a larger network. In such case, a node in a larger network will
encounter more freezes in its backoff countdown than the node
in a small network. Such frequent freezes prolong the packet
backoff count and increase its media access delay. As a result,
the packet delay becomes longer for a larger network.

Fig. 7 shows the blocking probability varying with normal-
ized offered load λ for different network sizes. The blocking
probability can also be related to the queue length of Fig. 5.
When the queue length is low, the blocking probability is close
to zero. When the queue is high, such that the network is
saturated, the blocking probability rises with λ.

Compared with blocking probabilities of unicast traffic, e.g.
Fig. 8 of [10], the blocking probabilities of broadcast traffic
(shown in Fig. 7 here) have similar rising trends, although they
rise from higher offered loads for broadcast traffic than that
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for unicast traffic. This can be again explained by the lack of
retransmission for broadcast in the similar way as that in Fig. 3.

An important observation can be drawn from the performance
results: the throughput peaks around the network capacity, i.e.
normalised load of λ ≈ 1.0 in Fig. 4. For loads below this
peak, the average queue length, the packet delay, and the queue
blocking probability are close to zero, shown in Figs. 5, 6, and 7,
for all networks. This points to a traffic load threshold beyond
which the network QoS degrades. This threshold can be used
to provide traffic control guidelines that maintain VANET QoS
performance.

VII. CONCLUSION

In this paper, we proposed a 2-D Markov chain queueing
model for analysing the QoS performance of the IEEE 802.11p
broadcast scheme in VANETs. Our 2-D model characterises the
unsaturated traffic condition by including an idle state and post-
backoff states, and integrates the queueing process with the DCF
backoff procedure.

The 2-D Markov chain was solved efficiently by adapting
our CTB method to VANETs. Important QoS measures were
obtained and validated by extensive simulations. Our analytical
results revealed a QoS performance degradation due to the lack
of binary exponential backoff and retransmission in VANETs.
Such performance deterioration can be avoided by proper traffic
control, and our 2-D Markov chain model pointed to a traffic
load threshold beyond which the network QoS degrades. This
threshold can be used as traffic control guidelines to maintain
good QoS performance for VANETs.
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