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Cell-Free Massive MIMO: Zero Forcing and
Conjugate Beamforming Receivers

Yao Zhang, Haotong Cao, Meng Zhou, and Longxiang Yang

Abstract: In this paper, the uplink performance of cell-free massive
multi-input multi-output (mMIMO) system with the zero-forcing
(ZF) and conjugate beamforming (CB) receivers is investigated. A
novel tight approximate rate expression for the ZF receiver is de-
rived, which provides us with a tool for easily quantifying the im-
pacts of the multi-antenna access point (AP), estimation error, pilot
contamination, and power control scheme. Then, leveraging on the
trackable ZF rate expression and the pre-studied CB rate expres-
sion, two power control algorithms are proposed. In particular, the
first algorithm elaborates on maximizing the total rate, subjecting
to the quality-of-service (QoS) constraint and each user power con-
straint. This algorithm utilizes the sequential convex approxima-
tion method to solve the non-convex issues. In addition, the second
aims at maximizing the rate of one user, in which the remaining
users can meet their QoS constraints. It can be characterized as a
geometry programming. Simulation results are provided to show
that the ZF receiver is superior to the CB receiver in terms of sum
rate and our proposed algorithms work well in many respects.

Index Terms: Cell-free massive MIMO, conjugate beamforming,
zero forcing, geometry programming, QoS constraint, sequential
convex approximation.

I. INTRODUCTION

AS a potential technology in the beyond fifth-generation
(B5G) and sixth-generation (6G) networks, cell-free mas-

sive multi-input multi-output (mMIMO) system has been paid
more and more attention by the academia and industry for its
ability to perfectly integrate the merits of the network MIMO
and distributed MIMO [1]-[5]. In such a system, the access
points (APs) exist everywhere and each user can be coherently
served by all APs. Different from the cellular mMIMO, there
is no cell division in the cell-free system and the whole net-
work can be regarded as one cell. In the whole serving area,
each AP is equipped with limited computing power units and
connected to a central processing unit (CPU) over a low-latency
backhaul network for more advanced operations, such as calcu-
lating precoding coefficients and power control parameters. But
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the high backhaul resource requirements in cell-free mMIMO
system pose a severe challenge to the existing network struc-
ture [6], [7].

Cell-free mMIMO system has been extensively studied in the
past few years. In particular, the authors in [1] investigated both
the uplink and downlink rate performance of cell-free mMIMO
system. It revealed that cell-free mMIMO system has consider-
ably improved performance with respect to a small-cell system.
In [2], the authors analyzed the radiated energy efficiency (EE)
of the downlink mMIMO system for both cell-free and cellu-
lar modes. It demonstrated that the cell-free mode can double
the radiated EE compared to the cellular structure. Besides,
a sub-optimal total downlink EE maximization algorithm was
proposed in [3]. The sequential convex approximation (SCA)
method was then introduced to handle this non-convex issue. Its
insightful findings highlighted the importance of the power op-
timization strategy. In [4], the authors presented some heuristic
power control algorithms by converting the quasi-concave prob-
lems approximately into standard convex formulations, thereby,
the computational complexity had sharply reduced. In addition,
the authors in [5] combined the cell-free mMIMO system with
the non-orthogonal multiple access (NOMA) technology. It sug-
gested the NOMA can exploit the scarce spectrum bands more
efficiently than the orthogonal multiple access.

However, all the above-cited contributions are mainly about
the downlink performance, and there is relatively little re-
search on the optimal power optimization for the uplink cell-
free mMIMO system. For instance, the work of [8] derived
the upper and lower-bound uplink rate expressions for uplink
cell-free mMIMO system under both the perfect and imperfect
channel state information (CSI) scenarios, but it did not char-
acterize any power optimization schemes and the multi-antenna
AP. In [9], the impact of the imperfect hardware transceivers
on uplink cell-free mMIMO system was investigated. It also ne-
glected any optimal power optimization. In addition, the authors
in [10] proposed a max-min fairness power control algorithm
for uplink cell-free mMIMO system, nevertheless, only the con-
jugate beamforming (CB) receiver was implemented. The CB
receiver is computationally simple and can be implemented in a
distributed manner. But the severe inter-user interference has
still remained. More advanced receivers are urgently needed.
Only very recently, in [11], the authors investigated the uplink
performance of cell-free mMIMO system with the zero-forcing
(ZF) and CB receivers and introduced three different resource
control algorithms. It demonstrated that the ZF receiver can null
out the inter-user interference, leading to a significant perfor-
mance gain compared to the CB receiver. But pilot contamina-
tion is not covered in that paper.

Motivated by the above works, we consider an uplink cell-
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free mMIMO system with the CB and ZF receivers. A tight
approximate rate expression for the ZF receiver is derived. The
specific contributions of this paper are summarized as follows:

1) We derive an uplink closed-form rate expression for the ZF
receiver. This trackable finding provides us with a tool for eas-
ily quantifying the impacts of the multi-antenna AP, estimation
error, pilot contamination, and power control schemes.

2) Two power control strategies based on the derived ZF rate
expression and the pre-studied CB rate expression are proposed.
In particular, the former aims at maximizing the uplink sum
rate, subjecting to the quality-of-service (QoS) constraint and
each user power constraint. It is non-convex, therefore, the SCA
technique is adopted to handle this issue. Moreover, the second
is one user’s rate maximization problem. It is designed to maxi-
mize the rate of one user while ensuring that the remaining users
can meet their QoS constraints.

3) A comprehensive performance comparison between the ZF
and CB receivers is presented, with and without power optimiza-
tion algorithms. It demonstrates that the ZF receiver is superior
to the CB receiver in many respects. Nevertheless, since the ZF
receiver needs more power to resist the inter-user interference,
the total power consumption for the ZF receiver is higher than
that of the CB receiver.

The rest of paper is structured as follows: System model
and the time division duplex (TDD) mode are described in Sec-
tion II. Section III investigates the uplink performance of the ZF
receiver and presents the power optimization algorithms. The
power optimization algorithms for the CB receiver are charac-
terized in Section IV. Section V evaluates our analysis and Sec-
tion VI concludes this paper.

Notation: In this paper, lower-case boldface letter denotes
vector and matrix is represented by upper-case boldface letter.
AH , AT and A∗ denote the conjugate transpose, transpose and
conjugate of the matrix A, respectively. ‖x‖2 and ‖x‖1 are the
2-norm and 1-norm of vector x. |·| and E {·} indicate absolute
operator and expectation operator. CM×1 stands for a M × 1
dimension complex space. Finally, z ∼ CN

(
0, σ2

)
means the

complex Gaussian random variable, where the mean is zero and
variance is σ2.

II. SYSTEM MODEL

This paper considers an uplink cell-free mMIMO system
where M APs coherently serve K users in a given area, M > K.
We assume each AP is equipped with N antennas while each
user only has one antenna. In this system, the APs utilize the
same time-frequency block to provide services for all users. In
addition, we further assume the whole system is operated in the
TDD mode. In particular, each coherence interval consists of
two phases: uplink pilot estimation and uplink data transmis-
sion. The former stage aims at estimating the uplink CSI. The
so-obtained CSI will decode the uplink data in the next phase.

TheN×1 dimension channel coefficient vector from the k-th
user to the m-th AP can be modeled by

gmk = β
1/2
mkhmk, (1)

where βmk represents the large scale fading coefficient, which

reflects the effects of path loss and shadow fading. In addition,
hmk ∈ CN×1 denotes the small scale fading vector, it is as-
sumed [hmk]n ∼ CN (0, 1).

A. Uplink Channel Estimation

Prior to detecting the uplink data signal, the CPU needs to
know the uplink CSI. Let τ be the length of the pilot sequence,
which cannot be larger than the length of coherence interval, T.
In fact, the number of pairwisely orthogonal pilots is limited by
τ , and when τ < K, the insufficient pilots will cause severe
pilot contamination [1], which will hinder the system signal-to-
interference-plus-noise ratio (SINR). In this paper, we consider
the most aggressive case, where the CPU randomly allocates
pilot to each user. Denote the pilot assigned to the k-th user is
φφφk ∈ Cτ×1, where ‖φφφk‖

2
= 1. After all users simultaneously

transmitting their pilots to the APs, the m-th AP receives

Ym,p =
√
τρp

K∑
k=1

gmkφφφ
H
k + Wm,p, (2)

where ρp is the normalized transmit signal-to-noise ratio (SNR)
associated with the pilot signal and Wm,p denotes an N × τ
additive white Gaussian noise (AWGN) matrix whose elements
are assumed to be independent and identically distributed (i.i.d.)
random variables (RVs). Then, the m-th AP de-spreads the re-
ceived pilots as

∼
Ymk,p = Ym,pφφφk =

√
τρp

K∑
i=1

gmiφφφ
H
i φφφk + Wm,pφφφk. (3)

Based on the minimum mean square error (MMSE) princi-
ple [12], the channel estimation of gmk can be expressed as

ĝmk =
E
{
gmkỹ

H
mk,p

}
E
{
ỹmk,pỹH

mk,p

} ỹmk,p = cmkỹmk,p, (4)

where

cmk =

√
τρpβmk

τρp

K∑
i=1

βmi
∣∣φφφHi φφφk∣∣2 + 1

. (5)

The above expressions reveal that ĝmk contains the channels of
other users who share the same pilot as the k-th user. In addition,
the corresponding estimation error vector is given by

g̃mk = gmk − ĝmk. (6)

The statistics of ĝmk and g̃mk are written as

ĝmk ∼ CN (0, αmkIN ) , g̃mk ∼ CN (0, (βmk − αmk) IN ) , (7)

where

αmk =
τρpβ

2
mk

τρp

K∑
i=1

βmi
∣∣φφφHi φφφk∣∣2 + 1

. (8)
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B. Uplink Data Transmission

In this phase, all users simultaneously transmit their data sig-
nals to the APs. Denote the data signal transmitted from the k-th
user by sk, where E

{
|sk|2

}
= 1. Then the received signal at

the m-th AP can be modeled as

ym,u =
√
ρu

K∑
k=1

gmk
√
ηksk + wm,u, (9)

where ρu represents the normalized SNR related to the data sig-
nal, 0 ≤ ηk ≤ 1,∀k, refers to the power control coefficient and
wm,u stands for an AWGN vector at the m-th AP. For signal de-
tection, all APs need to deliver the received data signals to the
CPU through the backhaul link. The aggregated received signals
at the CPU can be written as

yu =
√
ρuGP1/2s + wu

=
√
ρu

K∑
k=1

gk
√
ηksk + wu, (10)

where G = [g1, ...,gK ] ∈ CMN×K , gk =
[
gT1k, ...,g

T
Mk

]T ∈
CMN×1 and wu =

[
wT

1,u, ...,w
T
M,u

]T
. Besides, P models a

power control diagonal matrix with the k-th element given by
[P]kk = ηk. To detect the data signal of the k-th user, the CPU
implements the lineal detector A ∈ CMN×K to separate the
received signal into streams, as

rk =
√
ρua

H
k GP1/2s + aHk wu

=
√
ρu

K∑
i=1

√
ηia

H
k gisi + aHk wu, (11)

where ak is the k-th column of A. Then, sk will be detected
from rk.

III. ZF RECEIVER

In this section, it elaborates on investigating the uplink per-
formance of cell-free mMIMO system with the ZF receiver.
Firstly, a tight approximate uplink rate expression is derived.
This closed-form result provides insights for the effects of multi-
antenna AP, channel estimation error, pilot contamination, and
power optimization strategies. In addition, two power optimiza-
tion algorithms with the ZF receiver are proposed.

A. Achievable Rate for ZF Receiver

When the ZF receiver is implemented at the CPU, it has

A = Ĝ
(
ĜHĜ

)−1

, where Ĝ = [ĝ1, ..., ĝK ] and ĝk =[
ĝT1k, ..., ĝ

T
Mk

]T
. The motivation behind the ZF receiver is

the inter-user interference can be eliminated at the CPU, i.e.,
aHk ĝi = δki, thereby significantly increasing the system perfor-
mance. With the help of the ZF receiver, (11) can be recast as

rZF
k =

√
ρuηksk +

√
ρu

K∑
i=1

√
ηia

H
k g̃isi + aHk wu, (12)

where the second term in (12) represents the estimation error
term. Since the channel estimation and the estimation error is
uncorrelated under the MMSE principle, the mean-square of the
estimation error is given by

E


∣∣∣∣∣√ρu

K∑
i=1

√
ηia

H
k g̃isi

∣∣∣∣∣
2


= ρu

K∑
i=1

ηiE
{∣∣aHk g̃i

∣∣2}
= ρu

M∑
m=1

N∑
n=1

|[amk]n|
2
K∑
i=1

ηi (βmi − αmi), (13)

where [amk]n is the n-th entry of amk. By virtue of [13], the
exact ergodic uplink rate of the k-th user for the ZF receiver can
be obtained as

RZF
k = E

{
log2

(
1 + SINRZF

k

)}
, (14)

where

SINRZF
k =

ρuηk

ρu

M∑
m=1

N∑
n=1
|[amk]n|

2
K∑
i=1

ηi (βmi − αmi) + ‖ak‖2
,

(15)

and where the outer expectation in (14) is with respect to ak. To
calculate the uplink rate in (14), the CPU needs to know all real-
izations of ak, which will take a long time to average. Since the
randomness of ak is mainly dominated by hmk, it is necessary
to find an approximation of (14) which is independent of hmk.
Under this background, we derive a tight uplink rate expression
for the k-th user in the following analysis, which is the function
of βmk only.

Theorem 1: With ZF receiver, a tight approximate uplink
rate expression of the k-th user for any M, K, and N is formulated
as

RZF
k = log2

1 +
ρuΩ (k) ηk

ρu

K∑
i=1

ηici + 1

 , (16)

where

ci = arg max
m

(βmi − αmi) , (17)

Ω (k) =

∑
m∈Mk

α2
mk∑

m∈Mk

αmk

N

( ∑
m∈Mk

αmk

)2

∑
m∈Mk

α2
mk

− 1

 , (18)

Mk = {∀m 6= mj∗ |j 6= k } , (19)
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and

mj∗ = arg max
m

βmj . (20)

Proof: See Appendix A. 2

Remark 1: Our rate approximation in (16) is very close to the
case when all users enjoy the genie-aided CSI, i.e., the channel
gmk is perfectly known. To highlight this point, we compare the
performance difference between formulas (14) and (16) in Sec-
tion V. In addition, since (16) is the function of βmk only and
βmk varies slowly and remains unchanged during about 40 co-
herent intervals, our rate approximation is more tractable in the
real-life scenario.

Remark 2: In (16), ci denotes the biggest channel estimation
error related to the i-th user. If the whole system suffers from
less pilot contamination, the value of ci will decrease, thereby
increasing the achievable uplink rate of the i-th user. In other
words, the performance of the ZF receiver is closely dependent
on the accuracy of the channel estimation. The detailed simula-
tion analysis for this insight will be presented in Section V.

B. Total Rate Maximization for ZF Receiver

In this subsection, it elaborates on finding the power control
coefficients which maximize the total uplink rate for the ZF re-
ceiver, subjecting to the per-user power constraint and the QoS
constraint. Mathematically, the total rate maximization problem
for the ZF receiver is formulated as

P ZF
1 : max

{ηk}

K∑
k=1

log2

1 +
ρuΩ (k) ηk

ρu

K∑
i=1

ηici + 1

 (21a)

s.t. RZF
k ≥ R̄k, ∀k (21b)

0 ≤ ηk ≤ 1, ∀k, (21c)

where constraint (21b) refers to the QoS constraint and R̄k is the
k-th user’s QoS threshold. It remarks that P ZF

1 is complicated
and neither concave nor convex with respect to ηk. In the previ-
ous work, [14] demonstrated that the power control problem like
P ZF

1 is NP-hard and only can be determined in polynomial-time
with non-deterministic computation. Besides, in [3], the authors
indicated that the global optimal solution of P ZF

1 can be derived
by using the branch-and-reduce-and-bound (BRB) method. Un-
fortunately, the cost of the BRB method is too high. Therefore,
the low complexity SCA method given in [15], [16] enables us
to handle this non-convex problem and find a high-performance
solution. By defining ςk = η

1/2
k , P ZF

1 is equivalent to

P ZF
2 : max

{ςk,tk}

K∑
k=1

tk (22a)

s.t. RZF
k ≥ tk, ∀k (22b)

RZF
k ≥ R̄k, ∀k (22c)

0 ≤ ςk ≤ 1, ∀k, (22d)

where

RZF
k = log2

1 +
ρuΩ (k) ς2k

ρu

K∑
i=1

ς2i ci + 1

 . (23)

To tackle (22b), we recall the following convex inequality [17]:

ln

(
1 +

x2

t

)
≥ ln

(
1 +

x̄2

t̄

)
+

x̄2
/
t̄

1 + x̄2
/
t̄

(
2− x̄

2x− x̄
− t

t̄

)
for ∀x > 0, x̄ > 0, t > 0, t̄ > 0, 2x > x̄. (24)

With the help of (24), we have

ln

(
1 +

ρuΩ (k) ς2k
H ({ςk})

)
≥ L

(
{ςk} ,

{
ς
(n)
k

})

= ln

1 +
ρuΩ (k)

(
ς
(n)
k

)2

H
({
ς
(n)
k

})
 +

ρuΩ(k)
(
ς
(n)
k

)2

H
({
ς
(n)
k

})
1 +

ρuΩ(k)
(
ς
(n)
k

)2

H
({
ς
(n)
k

})

×

2−
ς
(n)
k

2ςk − ς
(n)
k

− H ({ςk})

H
({
ς
(n)
k

})
 , (25)

where
{
ς
(n)
k

}
is a feasible solution determined from the n-th

iteration of P ZF
2 and

H ({ςk}) = ρu

K∑
i=1

ς2i ci + 1. (26)

Therefore, (22b) can be replaced with

1

ln2
L
(
{ςk} ,

{
ς
(n)
k

})
≥ tk, ∀k. (27)

Since the QoS constraint in P ZF
2 can be represented as a second-

order cone (SOC) [18], it is equivalent to√
ρuΩ (k)ςk ≥

√(
2R̄k − 1

)
H ({ςk}). (28)

Hence, the (n+1)-th iteration of the proposed SCA method can
be represented as

P ZF
2,n+1 : max

{ςk,tk}

K∑
k=1

tk (29a)

s.t. 2ςk > ς
(n)
k ,∀k (29b)

(22d), (27), (28) (29c)

Note that (29b) is due to 2x > x̄ in (24).
The problem (29) involves 2K scalar real variables, 2K

quadratic constraints and 2K linear constraints, the complexity
of each iteration is O

(
(2K)

4.5
+ (2K)

3.5
)

.

As such, the procedure for determining the problem P ZF
2 is

summarized in the following Algorithm 1, shown at the top of
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Algorithm 1 SCA algorithm for solving P ZF
2

Choose a feasible solution
{
ς
(0)
k , t

(0)
k

}
, define the error

tolerance ε and the number of iterations N .

while n ≤ N or
∣∣∣∣ K∑
k=1

(
t
(n+1)
k − t(n)

k

)∣∣∣∣ < ε

Solve P ZF
2,n+1 to obtain the solution

{
ς
(n+1)
k , t

(n+1)
k

}
.

Reset n := n+ 1.

end while

the next page.
Next, we analyze the convergence of Algorithm 1. Suppose

{ςk} is feasible to (29). By using (25), {ςk} still satisfies (22b),
which implies that {ςk} is feasible to (22). In addition, since{
ς
(n+1)
k

}
is an optimal solution to (29), it is also feasible to

(22). It should be noticed that the sign ‘=’ in (25) will hap-
pen when ςk = ς

(n+1)
k . Thus, an optimal solution of the (n+1)-

th iteration is also a feasible solution to the (n+2)-th iteration.
Hence, the sequence generated by Algorithm 1 is monotonically
increasing. In summary, the objective of Algorithm 1 is guaran-
teed to converge.

Remark 3: For a given rate QoS constraint R̄k, the feasible
set of (22) is convex, therefore, the initial points for Algorithm
1 can be determined by solving a feasible SOCP. Besides, if the
problem is infeasible, we simply let the total rate equal to 0.

C. One User’s Rate Maximization for ZF Receiver

Without loss of generality, we assume the first user is the tar-
get user whose rate will be first guaranteed. Subjecting to the
per-user power constraint and the QoS constraint, the rate max-
imization problem for the first user has the following form of

P ZF
3 : max

{ηk}
log2

1 +
ρuΩ (1) η1

ρu

K∑
i=1

ηici + 1

 (30a)

s.t. RZF
k ≥ R̄k, ∀k 6= 1 (30b)

0 ≤ ηk ≤ 1, ∀k, (30c)

where RZF
k is defined in (16). Utilizing the monotonicity of

log2 (1 + x) and performing some basic linear transformations,
P ZF

3 is equivalent to

P ZF
4 : min

{ηk,t}
t (31a)

s.t. t−1η−1
1

K∑
i=1

ηici(Ω (1))
−1

+ t−1η−1
1 (ρuΩ (1))

−1 ≤ 1, (31b)

(
2R̄k − 1

)(
η−1
k

K∑
i=1

ηici(Ω (k))
−1

+ η−1
k (ρuΩ (k))

−1

)
≤ 1, ∀k 6= 1

(31c)
0 ≤ ηk ≤ 1, ∀k. (31d)

Obviously, P ZF
4 is a combination of monomials and polynomi-

als, therefore, P ZF
4 is a standard GP. The solution of P ZF

4 can be

easily determined by using the CVX GP tool [19]. The algo-
rithm for solving problem P ZF

4 is denoted by Algorithm 2.

IV. CB RECEIVER

In this section, it recalls a pre-studied uplink achievable
closed-form rate expression for the CB receiver. This closed-
form result enables us to design two optimal power optimization
algorithms.

A. Achievable Rate for CB Receiver

The CB receiver for decoding the data signals is A = Ĝ.
With this receiver, rk can be recast as

rCB
k =

√
ρuηkĝ

H
k gkqk +

√
ρu

K∑
k′ 6=k

√
ηk′ ĝ

H
k gk′qk′ + ĝHk wu.

(32)

It is easy to find that the CB receiver cannot eliminate the inter-
user interference. By treating the effective channel as the true
channel and applying the worst Gaussian noise principle [13],
Lemma 1 presents the achievable uplink per-user rate expression
for the CB receiver.

Lemma 1: [20, Theorem 1] With CB receiver, a tight ap-
proximate uplink rate expression of the k-th user for any M, K,
and N is formulated as

RCB
k = log2

1 +
ηk‖`̀̀kk‖22

K∑
i6=k

ηi‖`̀̀ik‖22+ 1
N

K∑
i=1

ηi‖ϑϑϑik‖22+ 1
Nρu
‖`̀̀kk‖1

 ,

(33)

where

`̀̀ik =
∣∣φφφHk φφφi∣∣ [α1k

β1i

β1k
, α2k

β2i

β2k
, ..., αMk

βMi

βMk

]T
, (34)

ϑϑϑik =
[√

β1iα1k,
√
β2iα2k, ...,

√
βMiαMk

]T
. (35)

Proof: See [20, Appendix A]. 2

B. Total Rate Maximization for CB Receiver

Similar to P ZF
1 , the total rate maximization problem for the

CB receiver has the following form of

PCB
1 : max

{ηk}

K∑
k=1

RCB
k (36a)

s.t. RCB
k ≥ R̄k, ∀k (36b)

0 ≤ ηk ≤ 1, ∀k. (36c)

Since PCB
1 is also non-convex with respect to ηk, we still adopt

the SCA method to find a sub-optimum solution of PCB
1 . Defin-
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ing ζk = η
1/2
k , PCB

1 can be rewritten as

PCB
2 : max

{ζk,tk}

K∑
k=1

tk (37a)

s.t. RCB
k ≥ tk, ∀k (37b)

RCB
k ≥ R̄k, ∀k (37c)

0 ≤ ζk ≤ 1, ∀k, (37d)

where

RCB
k = log2

1 +
ζ2k‖`kk‖

2
2

K∑
i6=k

ζ2i ‖`ik‖
2
2+ 1

N

K∑
i=1

ζ2i ‖ϑik‖
2
2+ 1

Nρu
‖`kk‖1

 .

(38)

By virtue of (24) and let
{
ζ

(n)
k

}
be a feasible solution deter-

mined from the n-th iteration of PCB
2 , constraint (37b) can be

recast as

1

ln2
F
(
{ζk} ,

{
ζ

(n)
k

})
≥ tk, ∀k, (39)

where

F {ζk} ,
{
ζ

(n)
k

}
(40)

= ln

1 +

(
ζ

(n)
k

)2

‖`̀̀kk‖22

H
({
ζ

(n)
k

})


+

(
ζ
(n)
k

)2
‖`̀̀kk‖22

H
({
ζ
(n)
k

})
1 +

(
ζ
(n)
k

)2
‖`̀̀kk‖22

H
({
ζ
(n)
k

})

2−
ζ

(n)
k

2ζk − ζ
(n)
k

− H ({ζk})

H
({
ζ

(n)
k

})
 ,

(41)

and

H ({ζk}) =
K∑
k′ 6=k

ζ2
k′ ‖`̀̀k′k‖

2
2 + 1

N

K∑
k′=1

ζ2
k′ ‖ϑϑϑk′k‖

2
2 + 1

ρuN
‖`̀̀kk‖1.

(42)

Note constraint (37c) is also SOC representable [18], therefore,
the (n+1)-th iteration of the SCA method for PCB

2 is expressed
as

PCB
2,n+1 : max

{ςk,tk}

K∑
k=1

tk (43a)

s.t. ζk‖`̀̀kk‖2 ≥
√(

2R̄k − 1
)
H ({ζk}), ∀k (43b)

2ζk > ζ
(n)
k ,∀k. (43c)

(37d), (39) (43d)

The problem (42) involves 2K scalar real variables, 2K
quadratic constraints, and 2K linear constraints, the complex-
ity of each iteration is O

(
(2K)

4.5
+ (2K)

3.5
)

.

Algorithm 3 SCA algorithm for solving PCB
2

Choose a feasible solution
{
ς
(0)
k , t

(0)
k

}
, define the error

tolerance ε and the number of iterations N .

while n ≤ N or
∣∣∣∣ K∑
k=1

(
t
(n+1)
k − t(n)

k

)∣∣∣∣ < ε

Solve PCB
2,n+1 to obtain the solution

{
ς
(n+1)
k , t

(n+1)
k

}
.

Reset n := n+ 1.

end while

As such, the algorithm for solving PCB
2 is obtained, shown at

the top of this page.
Remark 4: The convergence analysis of Algorithm 3 is the

same as that of Algorithm 1 and is omitted here due to space
limitation. Besides, the initial points for starting Algorithm 3
can be also determined by solving a feasible SOCP.

C. One User’s Rate Maximization for CB Receiver

Similar to P ZF
3 , the rate maximization problem for the first

user with the CB receiver can be formulated as

PCB
3 : max

{ηk}
RCB

1 (44a)

s.t. RCB
k ≥ R̄k, ∀k 6= 1 (44b)

0 ≤ ηk ≤ 1, ∀k, (44c)

where RCB
k is given in (33). It observes that PCB

3 has the same
structure as P ZF

3 and the standard GP form of PCB
3 is given by

PCB
4 : min

{ηk,t}
t (45a)

s.t.

 K∑
i 6=1

ηηηi ‖`̀̀i1‖22 +
1

N

K∑
i=1

ηi ‖ϑϑϑi1‖22 +
1

ρuN
‖`̀̀11‖1


× ‖`̀̀11‖−2

2 t−1η−1
1 ≤ 1, (45b) K∑

i 6=1

ηi ‖`̀̀ik‖22 +
1

N

K∑
i=1

ηi ‖ϑϑϑik‖22 +
1

ρuN
‖`̀̀kk‖1


× ‖`̀̀kk‖−2

2

(
2R̄k − 1

)
η−1
k ≤ 1, ∀k 6= 1 (45c)

0 ≤ ηk ≤ 1, ∀k. (45d)

The solution of PCB
4 can also be determined by using the CVX

GP tool [19]. We denote the algorithm for solving PCB
4 by Al-

gorithm 4.

V. SIMULATION RESULTS

In this section, a comprehensive uplink rate performance
comparison between the ZF and CB receivers is performed.
This comparison studies design issues surrounding the number
of APs, the power control strategies, and the different receiver
techniques.
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Fig. 1. The relationships between the sum rate and the number of APs for
different K. Here all pilots are mutually orthogonal and N = 2.

Fig. 2. CDFs of achievable uplink per-user rate for the ZF and CB receivers for
different N. Here M = 60 and K = 10.

A. Simulation Parameters

We consider a 1 km×1 km square area for simulation, which
is wrapped-around to imitate an infinite network environment.
The large-scale fading coefficient is modeled by

βmk = PLmk · 10
σshzmk

10 , (46)

where PLmk is the path loss between the m-th AP and k-th user
and 10σshzmk/10 denotes the shadow fading with a standard devi-
ation σsh. We adopt the three-slope path loss model given in [1].
For all examples without special explanation, Table 1 enumer-
ates the system parameters appeared in this paper.

For the case of no power optimization, we adopt the equal
power coefficient (EPC) scheme given in [1]. In this strategy, all
power coefficients are set to 1, i.e., ηk = 1,∀k.

B. Performance Evaluation

In Fig. 1, the sum rate comparison between the “Simulated
Result” in (14) and the “Analytical Result” in (16) for different
M and K is presented. Here we assume all pilots are mutually
orthogonal and N = 2. Note the “Simulated Result” is gener-

Fig. 3. CDFs of achievable uplink per-user rate for the ZF and CB receivers for
different τ . Here M = 60, K = 10 and N = 6.

Fig. 4. The total power consumptions versus the number of APs for different N.
Here K = 10.

Table 1. System Parameters.

Parameter Value
N0 (noise power) 290 × κ×B ×NF

κ, B, NF Boltzmann constant, 20 MHz, 9 dB
τ, ρp, ρu K / 2, 100, 100 mW
σsh 8 dB

ated by using the Monte-Carlo simulation technique by averag-
ing 103 independent channel realizations. As we can see, the
relative performance gap between (14) and (16) is marginal in
all considered cases compared to the achievable sum rate, which
indicates that our closed-form result in (16) is a good predictor
to approximate the ergodic rate (14). In addition, we find the
sum rate is an increasing function of M. This is because the
larger M promises more antenna array gains, thereby bringing
more degree-of-freedoms to resist the fading and interference.

Fig. 2 depicts the cumulative distribution functions (CDFs)
of the achievable uplink per-user rate for different N under the
EPC scheme, with M = 60 and K = 10. As expected, the ZF
receiver outperforms the CB receiver except for the low-SINR
regime. This is because in low SINR regime, although the ZF
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Fig. 5. The convergence of Algorithms 1 and 3. Here M = 60, K =
10, N = 6 and R̄k = 1 bits/s/Hz.

receiver cancels the inter-user interference, it inevitably ampli-
fies the thermal noise. It is also interesting to notice that, when
N increases from 2 to 6, the merits of the ZF receiver in the
low-SINR regime also appears. This finding shows that using
additional antennas at the APs can compensate for the perfor-
mance loss due to the additive noise. When implementing the
ZF receiver, more users can enjoy the high-SINR service. For
instance, when N = 6, more than 52% of users have reached a
rate of 4 bits/s/Hz for the ZF receiver. But for the CB receiver,
this ratio is only 10%. These above insights demonstrate the
superiority of the ZF receiver.

In Fig. 3, the CDFs of the achievable uplink per-user rate for
the ZF and CB receivers against different channel estimation er-
ror under the EPC scheme are plotted, with M = 60, K =
10 and N = 6. Here we represent different channel estimations
by changing the value of τ . Since the CPU randomly allocates
pilots to the user, when τ < K, the smaller the τ is, the more
likely the same pilot is to be used by more users, resulting in
more serious pilot contamination. Note when τ = K, there is
no pilot contamination. It is clear to see that the performance
of the ZF receiver is dominated by the accuracy of the channel
estimation. When we narrow the value of τ for the ZF receiver,
the corresponding performance will drop dramatically. For in-
stance, when τ is reduced from 10 to 8, the 5%-outage and me-
dian rates of the ZF curve have decreased 208.4% and 62.1%,
respectively. This insightful observation reveals that the ZF re-
ceiver is sensitive to the channel detection errors. In addition,
compared with the ZF receiver, the CB receiver is more robust
on the channel estimation errors. Nevertheless, the CB receiver
suffers from severe inter-user interference and hence, results in
unsatisfactory rate performance.

Fig. 4 explores the total power consumptions of the ZF and
CB receivers against the number of APs for different N under
the EPC scheme, with K = 10. Here we adopt the generic
power model given in [12, Section III]. As we can see, the to-
tal power cost of the ZF receiver is always higher than the CB
receiver. While as the number of APs increases, the relative
power gap between these two receivers increases. This is due
to the fact that the ZF receiver requires extra power to suppress

Fig. 6. Uplink sum rate versus the number of APs. Here K = 10, N =
6 and R̄k = 1 bits/s/Hz.

interference from other users. In fact, since the merits of the ZF
receiver gradually appear with the increasing of the number of
APs, it is advisable to use more power to promise a huge perfor-
mance gain.

Until now, we have investigated the rate performance of the
ZF and CB receivers without any power optimization. The ZF
receiver benefits from the cancellation of the inter-user inter-
ference, promising huge performance enhancement in the high-
SINR regime. Next, we first evaluate the effectiveness of the
Algorithms 1 and 3 in maximizing the total rate for these two
receivers as well as their convergence rates. Fig. 5 depicts nu-
merically the total rate versus the number of iterations, with
M = 60,K = 10, N = 6 and R̄k = 1 bits/s/Hz. It can be
easily concluded that both Algorithms 1 and 3 only need a few
iterations to converge. The total rate tends to a stable value after
4 iterations, which demonstrates that our proposed algorithms
have a fast converge rate. We then compare our Algorithms 1
and 3 with the EPC scheme to further highlight the effective-
ness of our algorithms. Fig. 6 shows the relative performance
gaps between the EPC and Algorithms 1 and 3 against the num-
ber of APs, with K = 10, N = 6 and R̄k = 1 bits/s/Hz. It can
be observed that, compared with the EPC scheme, Algorithms 1
and 3 have the ability to significantly improve the total rate and
the rate improvement of the ZF receiver is better than the CB
receiver. In addition, it is also interesting to notice for all con-
sidered cases, the relative performance gap between these two
receivers increases as the number of APs increases. This is be-
cause as the number of APs increases, the channel hardening be-
comes more pronounced, thereby reducing the channel estima-
tion errors. Benefiting from smaller channel estimation errors,
the total antenna array has a stronger ability to resist the inter-
user interference, resulting in significant performance gains in
terms of the sum rate. The same insight can also be obtained by
using more antennas at each AP, see Fig. 2.

To conclude this paper, we examine the effectiveness of
Algorithms 2 and 4. Table 2 presents the achievable up-
link per-user rate of the proposed Algorithms 2 and 4, with
M = 60,K = 10, N = 6 and R̄k = 1 bits/s/Hz. Note differ-
ent channel realizations in Table 2 correspond to different APs’
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Table 2. Achievable uplink per-user rate for Algorithms 2 and 4. Here M = 60,K = 10, N = 6 and R̄k = 1 bits/s/Hz.

Achievable uplink per-user rate (bits/s/Hz)
Receiver Channel User 1 User 2 User 3 User 4 User 5 User 6 User 7 User 8 User 9 User 10

ZF
1 9.881 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
2 9.505 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
3 7.859 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

CB
1 3.277 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
2 4.032 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
3 2.936 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

and users’ locations (which are randomly generated in this sim-
ulation), thus leading to different large-scale fading coefficients.
As expected, in all considered cases, the rate of user 1 has max-
imized after using the proposed algorithms while the rate of the
remaining users can satisfy their QoS constraints. In addition,
Table 2 also implies that the ZF receiver is always superior to
the CB receiver in the high-SINR regime, which coincides with
the conclusion drawn from Figs. 2 and 3.

VI. CONCLUSIONS

In this paper, we investigated the uplink rate performance of
cell-free mMIMO system with the ZF and CB receivers. A novel
tight approximate rate expression for the ZF receiver was de-
rived. Compared with the CB receiver, the ZF receiver bene-
fited from eliminating the inter-user interference, thereby im-
proving the system performance. In addition, by leveraging on
the derived rate expressions, two power control algorithms were
proposed, subjecting to the user power constraints and the QoS
constraints. We found the total rate maximization algorithms
have a fast convergence rate. Moreover, the proposed sum rate
maximization algorithms can significantly enhance the sum rate
for both ZF and CB receivers compared to the EPC scheme.
Furthermore, we also observed the one user’s rate maximization
algorithms work well in many respects.

APPENDIX A
Proof of Theorem 1

Firstly, by defining

ci = arg max
m

(βmi − αmi) , (47)

we obtain

RZF
k ≥ E

log2

1 +
ρuηk(

ρu

K∑
i=1

ηici + 1

)
‖ak‖2


 . (48)

Since −log2 (1 + 1/x) is a convex function with respect to x
and by virtue of the Jensen’s Inequality, we have

RZF
k ≥ log2

1 +
ρuηk(

ρu

K∑
i=1

ηici + 1

)
E
{
‖ak‖

2
}
 . (49)

From (4) and (5), it remarks that the channel estimations of two
users using the same pilot sequence are parallel. In other words,

if φφφk = φφφj ,∀k 6= j, it yields

ĝmk =
βmk
βmj

ĝmj . (50)

Expression (50) indicates that Ĝ is rank-deficient, therefore the
property of Wishart matrix can not be utilized.

Next, leveraging on [21, Eq. (62)], 1/||ak||2 can be approxi-
mated by

1

‖ak‖2
≈ ‖ĝk‖2 −

K∑
j 6=k

ĝHk ĝj
1

‖ĝj‖2
ĝHj ĝk

= ‖ĝk‖2 −
K∑
j 6=k

N∑
n=1

∣∣[ĝmj∗k]n∣∣2
=

∑
m∈Mk

N∑
n=1

|[ĝmk]n|
2
, (51)

where

mj∗ = arg max
m

βmj , (52)

Mk = {∀m 6= mj∗ |j 6= k } . (53)

Since the norm of circularly symmetric complex Gaussian vari-
able obeys Gamma distortion, it yields

|[ĝmk]n| ∼ Γ (1, αmk) . (54)

The above expression allows us to obtain an approximate distri-
bution of 1/||ak||2, as

1
‖ak‖2

∼ Γ

N

( ∑
m∈Mk

αmk

)2

∑
m∈Mk

α2
mk

,

∑
m∈Mk

α2
mk∑

m∈Mk

αmk

 .

(55)

By virtue of the property of the Gamma function, we obtain

1

E{‖ak‖2} =

∑
m∈Mk

α2
mk∑

m∈Mk

αmk

N

( ∑
m∈Mk

αmk

)2

∑
m∈Mk

α2
mk

− 1

.

(56)
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Plugging (56) into (49), (16) is obtained.
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