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ABSTRACT

We propose a novel dual-function radar-communications (DFRC)
system that relies on multiple intelligent reflecting surfaces (IRSs) to
enhance detection of non-line-of-sight (NLoS) targets. In particular,
we consider a wideband OFDM transmit signal for which we jointly
design the frequency-dependent beamforming and phase shifts to
maximize the average SINR of radar and the minimal communication
SINR among all users. We solve the resulting highly nonconvex
problem comprising maximin objective function with a difference of
convex (DC) constraint through an alternating maximization (AM)
framework of alternating direction method of multipliers (ADMM)
and Dinkelbach’s method. Numerical experiments demonstrate that
the proposed method with multiple IRS can achieve 3.3 dB radar
SINR enhancement and 0.9 dB minimal communication SINR im-
provement compared with single IRS scenario.

Index Terms— Dual-function radar-communications, intelligent
reflecting surfaces, non-line-of-sight path, wideband beamforming.

1. INTRODUCTION

Intelligent reflecting surface (IRS) consists of many low-cost reflect-
ing elements, each of which is capable to control the phase of the
impinging signal, independently, and hence alter the wireless propa-
gation environment [1-4]. Thanks to the passive property, IRS shows
the huge potential of large-scale deployment with much lower energy
consumption [5, 6]. Based on these advantages, IRS can be integrated
into the most of wireless system, such as MIMO radar and MIMO
communication, to enhance the quality of service (QoS) and detection
performance [7-11].

It is known that the propagation properties of wireless channels
can not be adaptively controlled with the conventional communication
technologies. Hence, exploiting the ability of intelligent spectrum
control, the cost and energy efficient IRS is first deployed in wireless
communication system [12—-16]. For example, in [12], the wireless
channel is decomposed into multiple subchannels, thus each of that
can be estimated via multi-round pilot training. Combined with the in-
formation of all subchannels, the complete channel state information
(CSI) is well constructed. After that, the active and passive beamform-
ing vectors are properly designed. To facilitate the implementation,
the more practical model is proposed in [14]. The relationship be-
tween the amplitude and phase-shift of IRS is considered to match
the statement of reflecting device. To form the directional beam
and improve the QoS, it is crucial to obtain the precise location of
user. In [15], IRS is integrated into the wireless system to assist the
estimation of the user position and orientation.

Noted that the above methods rely on both the line-of-sight (LoS)
path and non-line-of-sight (NLoS) path between base-station (BS)
and users. Hence, if all the LoS paths are blocked, the performance
of these schemes have a severe degradation. Toward this end, IRS

is considered as the proper device which can be used to build the
extra LoS paths to guarantee the secure communication. For example,
in [17], IRS-aided millimeter wave NLoS communications system
is developed and the achievable sum-rate is analyzed. Besides, the
principle of NLoS radar system is introduced in [18]. Furthermore,
in [19], the NLoS radar surveillance system which assisted by the
single IRS is considered. In order to extend the radar coverage region
which can not be reached by the direct path, IRS is necessary and
deployed in the suitable position where exists the LoS path between
IRS and transmitter/receiver.

Recently, IRS has been successfully utilized in dual-functional
radar and communication (DFRC) [20] to improve the sensing and
communication performance, simultaneously [21-24]. For example,
in [21], both the passive and active beamforming are devised for the
IRS-aided DFRC to enhance the radar detection performance while
ensuring the single-user signal-to-noise ratio (SNR). To overcome
the single-user limitation, in [22], IRS is utilized to provide the
extra path from dual-function base-station (DFBS) to the multiple
users. Meanwhile, the transmit beampattern of DFBS is aligned
to the direction of targets and the multi-user interference (MUI) is
eliminated to guarantee QoS. However, it is noticed that the IRS
actually does not sever for target detection. Toward this end, in [23],
an efficient two-stage method is developed in IRS-assisted DFRC
via designing the transmit signal and phase-shift matrix. During the
first stage, a small portion of the IRS is used to transmit the wide
beam for target surveillance while using the rest of the IRS elements
for communications. As for target localization, a larger portion of
the IRS is utilized and the hierarchical phase-shift matrix is properly
designed to synthesize the sharper beam. Noticed that the above
DFRC frameworks rely on the single IRS in narrow-band case which
limits the performance of sensing and communication.

Different from the previous schemes [21-23], in this paper, we
focus on combining multi-IRS with wideband DFRC system. The
major contributions of this work is summarized as follows: (1). We
utilize multiple IRS to assist a wideband DFRC system while all
the line-of-sight (LoS) path is blocked [25]. Meanwhile, a novel
optimization problem which aim to maximize the average radar SINR
and the minimal communication SINR simultaneously, is formulated;
(2). An alternating maximization (AM) based algorithm is devised to
tackle the resulting problem; (3). Numerical results are provided to
illustrate the effectiveness of the proposed design approach.

Notations: Vectors and matrices are denoted by lower case bold-
face letter and upper case boldface letter, respectively. ()7, (-)*
and (-)™ denote denote the operations of transpose, conjugate, and
Hermitian transpose, respectively. I denotes the L x L identity
matrix and ® is the Kroneker product. Meanwhile, diag(-) denotes
the diagonal matrix and blkdiag[A, B] is the block diagonal matrix
which the diagonal block consist of A and B, respectively. The
operator vec(-) denotes the vectorization of a matrix. Finally, || - ||2
and || - || » represent the £2-norm and Frobenius-norm, respectively.



2. SIGNAL MODEL

Consider an IRS-assisted wideband DFRC system consisting of single
target, () clutter patches, U single-antenna users, N¢-antenna dual-
function base-station (DFBS), N, radar receive antennas, M IRSs
with each IRS comprising V,,, reflecting elements. Assume that both
the DFBS and radar receiver are NLoS with respect to target and
users due to some blockage. The transmit signal of U symbol streams
is first emitted to IRSs and then reflected to target and users.

The data symbol is modulated and spread over K subcarriers.
At the k-th subcarrier, the orthogonal symbol vector for all user is
s, € CYV*1 k =1,--- | K, where E{sysf} = Iy. To overcome
beam-squint effect, we utilize the frequency-dependent beamforming
F € CV*U 0 process the symbol block sj. The complex envelope
of the transmitted signal at the k-th subcarrier from n.-th antenna is
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where Fj(n¢, u) denotes the (n¢, u)-th element of the matrix Fy,
sk (u) is the u-th element of sy, the central frequency k-th subcar-
rier f, = (k— 1)Af and Af = 1/At is the subcarrier spacing.
Consequently, the N; x 1 transmitted signal vector is given by

x(t) = [z (), -

The steering vectors of BS, radar receiver and m-th IRS are defined
as, respectively,
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wherem =1--- | M and v(0, fi) = 27 (fx + fc)(%n(e)).

The received signal from radar receiver at the k-th subcarrier is

M
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where ®,,, = diag(e?®™t, ...  /®m.Nm) denotes the phase-shift
matrix of m-th IRS, G i = Bg.mbm(Om, fr)al (0m, fi) is the
channel matrix coupling the DFBS and the m-th IRS at k-th sub-
carrier, B4,m is the channel coefficient, 6,, and ém denote the an-
gle of departure from DFBS to m-th IRS and m-th IRS to radar
receiver, respectively', Do, & = Bamar(Om, fi)bh (Om, fr) de-
notes the channel matrix coupling the m-th IRS and the radar re-
ceiver at k-th subcarrier and 34, is the channel coefficient, B, 1 =
@0,mbm (0m,0, fr)b5 (0m 0, fr) denotes the target response matrix
of the m-th IRS at k-th subcarrier, o, is the complex parameter
related with radar cross section (RCS) and 6o, is the angle of tar-
get w.r.t m-th IRS, By, = Zqulaqymbm(Gmyq, F)BE (O g, fr)
denotes the clutters response matrix of m-th IRS at k-th subcarrier,
Qgqm,q =1,---,Q are the complex parameter of clutters and 6, 4

Hereafter, all angles of arrival/departure are measured w.r.t the array
broadside direction and are positive when moving clockwise .

is the angle of clutter w.r.t m-th IRS, and ng(fx) € CVr*! is the

noise vector of radar. The output SINR at the radar receiver is
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The receive signal of the u-th user at k-th subcarrier is
M
yu(fk) = Z [hg,m,ké’me,kfk,usk (u)
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where hy, 1 € CNm>1 denotes the channel between the u-th user
and the m-th IRS, f}, ,, denotes the u-th column of F, and ny(u) is
the noise of u-th user. According to (5), the average SINR at the u-th
users is
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where o2 denotes the communication noise power over all subcarriers.
In DFRC system, the average radar SINR and the minimal com-
munication SINR should be maximized, simultaneously, to improve
both the sensing and communication ability. Mathematically, the
optimization problem can be formulated as

SINR.,

mgximize wrSINRR 4+ we min{SINR,, }
mEY u
K
subject to Z IF:ll7 < P, Q)
k=1

@ (i,7)| = 1,3, Vm,

where P denotes the total transmit power, w,,w. € (0, 1] are the
parameters accounting for the trade-off between sensing and commu-
nication. Essentially, this formulation indicates that in the presence
of only NLoS path, we aim to design jointly both the dual-function
precoding matrices and IRS phases to guarantee a satisfying SINR per-
formance for radar and communication. Specifically, the precoding
matrices (i.e., active beamforming) enable the beams to concentrate
on the multiple IRS, and the IRS will further build the LoS path to
reach the targets and users. Noted that problem (7) is nonconvex due
to both the objective function and constraints. Hence, we reformulate
problem (7) equivalently as

maximize w,SINRgr +1
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where ¢ denotes the threshold for communication SINR which can be
predefined based on the system requirement. To tackle problem (8),
an alternating maximization (AM) based approach will be devised in
the sequel.

3. OPTIMIZATION METHOD

In this section, we will introduce the alternating maximization (AM)
algorithm to solve problem (8). Specifically, we first split problem



Algorithm 1 Dinkelbach-based solver for (10)

Input: t, (1, X, Yo, R, and R,
Output: f* = f,..
I: Setr =0, ur =0

2: repeat
3:  Find the optimal solution f of (10) with reformulated objective
function by CVX

4: Calculate the value:
F(ur) = 2R(E7 X ) — - (F X f + N.Ko?).
Update i, = 2R(£7 Y. £) /(£ X f + N, Ko?)
Setr < r+1

until

F(ur) < ¢ or maximum iteration time reached

MW

(8) into three subproblems. Then, at each iteration, the corresponding
subproblems are tackled iteratively.

1. Update of precoding matrices Fy,

For the given ¢ and ®,,, the optimization problem corresponding
with F, is given by

M )
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which is nonconvex due to the fractional objective function and dif-

ference of convex (DC) constraint. Hence, we can simplify problem
as

maximize L
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where f = [vec(F1)7, -, vec(Fx)T]" denotes the precoding
vector for all subcarriers, X = blkdiag[Y{", - .. ,’I'ﬁ?}, Y. =
blkdiag[Y(? .-, T{9], R, = blkdiag[R{™,--- , R“], R,

blkdiag[R{", - -- , R{¥] denote the fixed-value matrices for radar
SINR and communication SINR, respectively, and
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Since problem (10) is the fractional programming with a convex
feasible set, it can be solved by the Dinkelbach-based algorithm [26].
Algorithm 1 summarizes this solving method to problem (10).

2. Update of phase-shift ®,,

Zk:lz |humk¢me,kaAuH§+UK0'2 Tw

For the given ¢ and F, the optimization problem corresponding
with ®,, is given by
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which is highly nonconvex due to the quartic fractional objective
function and DC constraints. Hence, we introduce the variable ) to
reformulate the problem as
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Problem (12) consists of multi-variable fractional quadratic ob-
jective function and DC constraint. Hence, we can combine the
Dinkelbach method and ADMM to tackle problem (12). First, the
objective function of (12) can be reformulated as

FO¢,9) = ¢"Ei0 — Ao
= IS — apT S .

Then, the augmented Lagrangian function associated with (12) is
given by

[’(A7 ¢7 1[)7 u, V)

13)

= f\ @)~ 56—+ ul3
(14)

U
t .
_% ; |w—C¢HEu¢ — ¢" By + vu|3 + const.



45748| 17.

o
—~ T
3 g
g s 514
@ [——Radar SINR, M-2 § 1
0 —A— Communication SINR, M=2 o

—e—Communication SINR, M=1

¥ 1 Single IRS, optimal t
16 ]
10 %
43908 5 1
% r
3 ]
|—+—Radar SINR, M=1 12 7;

== Double IRS, t=0 H 11
—— Double IRS, optimal t
—&—Single IRS, =0 || 10

% Double IRS, M=2
|—e—Single IRS, M=1 ||

Minimal Comm. SINR (dB)

-10

0 5 10 15 20 25 30 35 40
Iteration Number

(a)

Fig. 1. (a) Objective value versus number of iterations. (b) Radar SINR versus radar noise power o2 (¢) Minimal communication SINR versus

communication noise power o>

where u and v > 0 denote the dual variables, and const. represent
an unrelated constant term. We utilize the first-order Taylor expansion
to linearize the convex part of the augmented Lagrangian function
(14). Based on above, ADMM-based update formulas are given by

PG f(/\(t),(bm,’lb(t)) (15a)
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At each iteration of ADMM, the subproblems w.r.t phase-shift ®,,
and ¥, are solved by Riemannian steepest decent (RSD) algorithm
[22]. Due to the limited space, the RSD algorithm will be illustrated
with details in the full version of this work.

3. Update of auxiliary variable t

For the given F, and ®,,,, the problem with respect to ¢ is

maximize ¢
t

. t (16)
subjectto SINR,, > w—,Vu.

c

We can update it by

t = max{tn, arg min w.SINR,}, a7
where t,, denotes the value of ¢ at the last iteration. Note that (17)
guarantees that ¢ is the monotonically nondecreasing with the itera-
tions.

4. NUMERICAL EXPERIMENTS

In the simulations, both the DFBS and radar receiver are equipped
with the ULA with V; = 4 and N,, = 4 elements, respectively.
Two IRSs locating at —45° and 45° are used to assist the DFRC
system, each of which consists of N,,, = 15 reflecting elements. The
central frequency is 10 GHz and the subcarrier step-size is set as 20
MHz. Meanwhile, we set K = 32 and U = 2, respectively. The
diagonal matrices ®,,, m = 1,2, are initialized with the diagonal
entries generated from a zero-mean Gaussian distribution. The ma-
trices F, k = 1,--- , K are initialized with all elements being one.

Meanwhile, we set the trade-off parameters w, = 1 and w. = 1. The
maximum iteration for both inner-loop and out-loop are set as 50
times.

Fig.1(a) shows the achievable SINR versus the number of itera-
tions for different number of RIS M. It can be seen that the propose
algorithm converges within around 10 iterations. Comparing to the
single IRS case (i.e. M = 1), the double IRS scenario (i.e. M = 2)is
superior with about 4.5 dB extra gain for both the radar and minimal
communication SINR.

Fig.1(b) demonstrates the achieved radar SINR versus radar noise
power. Note that when ¢ = 0, the first constraint in problem (8)
vanishes, and thereby, the model reduces into a radar-only system.
We can observe that the achieved radar SINR decreases when the
radar noise power increases. In general, the radar-only system can
obtain a higher SINR compared with DFRC system. Meanwhile,
the double-IRS assisted DFRC can achieve at least 3.3 dB SINR
enhancement compared with the single-IRS case in different noise
level.

Fig.1(c) shows the achieved minimal communication SINR ver-
sus the user noise power. It is seen that the communication SINR is
reduced as the increasing communication noise power. In addition,
the double-IRS assisted DFRC can also achieve at least 0.9 dB com-
munication SINR improvement compared with the single-IRS case
in different noise power.

5. SUMMARY

In this paper, we consider use the multiple IRS to assist the wideband
dual-function radar communication system which does not exist the
LoS path from transmitter to target/user. Specifically, we aim to
design the precoding and phase-shift matrices to improve the radar
SINR and the minimal communication SINR among all users, simulta-
neously. However, the resulting optimization problem which consists
of maximin objective function, constant-modulus and DC constraint,
is highly nonconvex. Toward this end, we develop the AM algorithm
which combines both ADMM and Dinkelbach’s method to solves
the corresponding subproblems. Simulation results demonstrate the
efficacy of our approach and the improved SINR performance.
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