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Abstract—Dynamic spectrum access relying on spectrum
sensing requires reliable detection of signals in negative
signal-to-noise ratio (SNR) conditions to prevent harmful in-
terference to licensed users. Energy detection (ED) is a quite
general solution, which does not require any knowledge of the sig-
nals to be detected. Unfortunately, it suffers from noise uncertainty
in the receiver, which results in an SNR-wall below which signals
cannot be reliably detected. Furthermore, distortion components
originating from nonlinearity in the sensing receiver cannot be
distinguished from true input signals, and is thus another effect
that may obscure weak signals and cause false alarms or missed
detections. Cross-correlation was recently proposed to reduce the
SNR-wall and, at the same time, allow the receiver to be designed
for high linearity. This allows for high-fidelity spectrum sensing,
both in the presence of strong interference as well as for signals
with a negative SNR. In this work, an integrated complementary
metal–oxide–semiconductor prototype exploiting cross correlation
is presented and tested in practice. The prototype achieves a high
linearity of dBm IIP3 at a sensitivity of dBm/Hz,
dB below the kT noise floor. The measured results agree well

with theory, and, compared to the traditional ED-approach,
show both a significant improvement in sensing time, as well as
a reduction of dB in the SNR-wall itself. Overall, cross-corre-
lation makes ED faster, more sensitive, more resilient to strong
interferers, and more energy-efficient.

Index Terms—Cognitive radio, cross-correlation, dynamic
spectrum access, energy detection, experimental verification,
IIP3, linearity, measurements, noise uncertainty, radiometer,
sensitivity, spurious-free dynamic range (SFDR), signal detection,
signal-to-noise ratio (SNR)-wall, spectrum sensing.

I. INTRODUCTION

D YNAMIC spectrum access with a cognitive radio is a
promising paradigm to improve the efficiency of spec-

trum use. Unlicensed users, or secondary users, opportunisti-
cally use spectrum that is temporarily and locally unused by the
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licensed user, the primary user. The process of how to iden-
tify this unoccupied spectrum, which is also known as “white
space,” is an ongoing debate.
Field trials conducted by the Federal Communications Com-

mission (FCC) in 2008 showed that the prototypes provided by
industrial players were able to reliably detect very weak signals
in an otherwise clean spectrum, but failed in the presence of a
strong interferer [1]. Based on these results and several public
discussions, the FCC came with a new publication in 2010 [2],
favoring a database approach with location and channel avail-
ability information over spectrum sensing. It states: “Our ac-
tions here are expected to spur investment and innovation in ap-
plications and devices that will be used not only in the TV band
but eventually in other frequency bands as well.” The FCC de-
cided that “eliminating the requirement that TV bands devices
that incorporate geo-location and database access must also
listen (sense) to detect the signals of TV stations and low power
auxiliary service stations” was the best way to go forward.
Although spectrum sensing in TV white space has thus be-

come unnecessary, regulations for spectrum-sensing-only de-
vices are still included, because “we are encouraging continued
development of [spectrum sensing] because we believe it holds
promise to further improvements in spectrum efficiency in the
TV spectrum in the future and will be a vital tool for providing
opportunistic access to other spectrum bands” [2]. Sensing will
be necessary for (ad-hoc) networks of dynamic spectrum ac-
cess devices that lack infrastructure, or where a central data-
base is rendered useless due to the fast rate of change in the
spectrum usage. Furthermore, a spectrum sensing capability is
useful for the classification of white spaces in terms of receiver
requirements (filtering, nonlinearity, etc.) based on current local
spectrum conditions [3], for determining the desired rejection
frequency of a tunable notch filter [4], and for monitoring the
transmitter output spectrum for on-the-fly tuning of digital pre-
distortion and spur reduction [5], [6].
The prototypes discussed in [1] most likely failed in the pres-

ence of a large interferer due to their inability to simultaneously
detect strongandweaksignals.Recently,wepresentedcross-cor-
relation (XC) as a solution [7]–[10], and theoretically hypothe-
sized it tobemore sensitive (reduced signal-to-noise ratio (SNR)-
wall [8]) and robust for interference (high spurious-free dynamic
range (SFDR) [7], [9]). This paper presents the first measure-
ment results that actually demonstrate the improvement in sen-
sitivity (reduced SNR-wall). Moreover, this paper reviews pre-
vious work and highlights the key reasons for high SFDR, and
analyzes the trade-off between SFDR and measurement time.

2156-3357 © 2013 IEEE
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Fig. 1. ED using AC.

The structure of this paper is as follows. In Section II, energy
detection (ED) and the influence of circuit nonidealities on the
performance are discussed. The XC technique, which is a form
of ED, is summarized in Section III, together with its benefits for
spectrum sensing performance and system design. A prototype
to demonstrate these benefits was implemented in com-
plementary metal–oxide–semiconductor (CMOS) technology;
its design is summarized in Section IV, together with measure-
ment results showing its high SFDR. The main contribution
of this paper is the experimental verification of the theoretical
hypothesis that XC has better sensing performance than stan-
dard ED in terms of speed, sensitivity, and energy consumption.
These measurements are described in detail in Section V. We
end with conclusions in Section VI.

II. ENERGY DETECTION AND CIRCUIT NONIDEALITIES

Different spectrum sensing techniques exist, but one of the
most promising in terms of general applicability is ED, which
does not rely on any knowledge of the signals to be detected, and
can thus be used anywhere in any band. It measures the power
(or energy) in a frequency band to decide whether a signal is
present or not.
If the receiver/energy detector is modeled as a device that

only adds noise, and the bandwidth is sampled at the Nyquist
rate, the result is a complex baseband receiver output . The
detector has to decide which of the following two hypotheses is
true:

(1)

First, the output power is estimated as using (indepen-
dent) complex samples, with some function of . For autocor-
relation (AC), which is taken here as the standard form of ED,
the subscript “ac” is used. for AC, as shown in Fig. 1, is

(2)

The problem now is to set a threshold such that

(3)

with a conditional probability, and the prob-
abilities of false alarm and missed detection, and the subscript
“des” indicating desired (upperbound) values. Since the power
of the signal is not known a priori, one usually determines

by setting equal to . With large enough to justify
Gaussian approximations, one can find

(4)

with the probability of detection , and
the mean and the variance of for .

For , these two moments are [11]

(5)

This implies that for , and .

A. Noise Uncertainty

The decision threshold is based on the noise power level,
which is composed of noise from the physical channel and noise
from the receiving device, the latter of which usually dominates.
The noise level needs to be estimated, and is only known to
within a certain accuracy, e.g., due to the fact that the noise of
the receiver may vary over frequency and during operation, and
the noise level estimation itself will always have some error
[11]–[13]. Phase noise also adds to the noise uncertainty, be-
cause its impact depends on current spectrum conditions. This
is because it manifests itself mostly around strong input signals
via reciprocal mixing.
When the noise power is estimated, with

, where and , one can define a
peak-to-peak uncertainty as [11]

(6)

such that a threshold to guarantee both inequalities in (3) is

(7)

The subscript “0” indicates the statistics are based on .
Solving this for given , , and , the minimum

that can be robustly detected is limited by [11]

(8)

Thus, ED cannot detect signals below a certain SNR, the SNR-
wall, which is why many implementations choose to exploit
known features of the signals to be detected, see e.g., [14].

B. Nonlinearity

To analyze nonlinearity effects of receivers, their output can
usually be reasonably well described by (neglecting noise, fre-
quency translation, and filtering)

. The coefficients and distort the spectrum; usu-
ally dominates. If sine waves at frequencies and are ap-
plied to the system input, generates components at
and . The input-referred third-order intermodulation
intercept point (IIP3) is the (extrapolated) input power (usually
expressed in dBm) for which these distortion products have the
same power as the desired components. Like phase noise, these
distortion components may be considered as additional noise,
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or perhaps better in the context of signal detection, additional
noise uncertainty. Note that the same thing can be said for other
nonideal effects such as downconversion of signals and noise
from higher harmonics of the local oscillator (LO).
The FCC requires signals down to dBm (in

bandwidth) to be detected [14], so the distortion products
should be smaller than that. If and are close to the
channel that is being sensed, it is very difficult to filter them
out. Considering that signals above dBm may be received
[15], this requires IIP3 dBm, while state-of-the-art
CMOS receiver IIP3 is in the range of dBm to dBm,
see Table I. Since a completely integrated solution requires
some variable gain, it is hard to directly compare noise figure
(NF) and IIP3: the change in NF and IIP3 depends on where
the gain is changed. Nevertheless, these numbers show that no
implementation comes even close to the required dBm.

C. Spurious-Free Dynamic Range

For faster spectrum sensing, one would like to sense multiple
channels at once. White space may be located just next to a very
strong signal, so the (SA) should have both a high linearity and
a low NF. A low-noise amplifier (LNA) can ensure low NF, but
the amplified signals create distortion products. An attenuator
can improve linearity, but at the cost of NF.
The SFDR defines the difference in decibels between the

strongest and weakest signal that can be detected at the same
time [24].1 Thus, the SA requires a high SFDR. The SFDR
is limited by nonlinearity and noise, but also by any spurious
components (“spurs”), e.g., from the phase-locked loop (PLL)
or from harmonic downmixing. If the spurs can be reduced to
negligible levels, and IIP3 is the limiting linearity factor, the
following equation for SFDR can be derived [24], [25]:

dB (9)

A lower resolution bandwidth (RBW) means that less noise
power will be present in such a band, and hence the SFDR in-
creases. The useful increase in SFDR by lowering RBW is lim-
ited by the bandwidth of the signals to be detected; at some
point, the signal power will also drop, such that the SNR is not
further increased when RBW is lowered. Equation (9) assumes
that the input signal can be attenuated or amplified to a level
where the intermodulation components are at the same level
as the noise floor. The SFDR calculated from NF and IIP3 in

RBW is also shown in Table I.
The balancing of noise and intermodulation products is illus-

trated in Fig. 2. Here it is assumed that the gain control is imple-
mented by an attenuator at the input of the SA (CMOS-attenua-
tors can achieve dBm [26]). When the linearity is
limited by the LNA, it can only be improved by attenuating the
signal in front of the LNA. Assuming a matched system and an
ideal attenuator, dB of attenuation raises both NF and IIP3 by
dB. At the input of the SA (top-left), six sine waves are present
(circles indicate their power levels for easy reference). At the

1Definitions of SFDR differ between fields and even between authors in the
same field. Here the definition for the SFDR in SA-datasheets is used.

TABLE I
WIDEBAND CMOS-RECEIVER PERFORMANCE OVERVIEW

Fig. 2. Simulation of a SA with NF=5 dB and IIP3=+1 dBm. RBW is 100 kHz
for a SFDR of 80 dB. Due to noise and distortion products (i.e., limited SFDR),
it is not possible to detect all input signals at the same time.

output, the spectrum looks quite different and depends on the at-
tenuation (the power levels are referred to the antenna). At low
attenuation (bottom-left), the strongest signals generate many
intermodulation products, which may generate false alarms. At
high attenuation (top-right), the increased noise obscures weak
signals, which may generate missed detections. Even at the op-
timum attenuation (bottom-right; dB here) where the noise
and distortion products are at the same level and the SFDR of
(9) is obtained, some signals cannot be detected.

III. CROSS-CORRELATION

In [8], XC is proposed to mitigate the noise uncertainty
problem for ED, achieve a higher receiver linearity, and speed
up the sensing time. As shown in Fig. 3, rather than conjugating
and squaring the output of a single receiver, the outputs of
the two receivers are multiplied (with one receiver output
conjugated). As a result, the input signal undergoes AC (which
can thus be used to obtain its spectrum), while the noise con-
tributions of the individual receivers are cross-correlated and
largely average out.
For fair comparison with AC (Fig. 1), define

, such that the SNR at the receiver outputs
is the same. Define , such that denotes the noise
correlation between the two receivers, referred back to . As
power estimator can be used (subscript “xc” for XC) [8]

(10)
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Fig. 3. XC is a generalization of AC (see Fig. 1).

Fig. 4. Visual example of the benefit of XC with respect to AC in the presence
of noise uncertainty.

With large enough to justify Gaussian approximations [8]

(11)

where is an interpolation function, defined as

(12)

with the mathematical Gamma-function. The same deriva-
tion using then results in [8]

(13)

Note that XC is equal to AC when . Clearly, a lower
should result in a lower SNR-wall.
The improvement of XC as compared to AC is illustrated in

Fig. 4, where the noise uncertainty is modeled as a nonwhite
noise floor. The AC-spectra of the individual receivers show no
signal, while it clearly pops up in the XC-spectrum.
An input attenuation of dB improves IIP3 by dB, but also

increases noise by dB. If the signal is attenuated after the
signal is split between the two receivers, rather than directly
after the antenna, the absolute signal power at the antenna input
that can be detected remains the same [9]. This is due to the fact
that the noise added by the attenuators only adds to and
in Fig. 3, and not to . With XC, the noise floor can be reduced
by dB by increasing the measurement time by a factor 4 [both
the mean and the standard deviation of the estimator scale with

Fig. 5. Trade-off for XC between improved linearity and SFDR (assuming
input attenuation) on the one hand and measurement time to keep the same sen-
sitivity on the other hand.

Fig. 6. System setup and chip photo (integrated parts inside dashed box).

, see (11)]. Thus, XC allows receivers to have a higher lin-
earity by input attenuation without sacrificing sensitivity, but at
the cost of measurement time. Fig. 5 shows this trade-off in a
graphical way, for IIP3 as well as SFDR. Note that an improve-
ment of dB in IIP3 gives dB improvement in SFDR, see (9).
Like thermal noise, phase noise can be reduced via the same

process at the same time if (part of) the phase noise of the LOs
in each receiver is uncorrelated [9], [10], which seems possible.
As shown in [27], harmonic rejection (HR) can be improved
via XC as well, although it requires a different LO-frequency in
each receiver. The use of different LO-frequencies introduces
crosstalk in this prototype [27], [28].
Correlated noise due to e.g., the power supply or crosstalk

will increase . If this increase is not well known or cannot be
measured well, it may equivalently be modeled by an increase in
the noise uncertainty (note that in our model, is assumed to
be the same for both correlated and uncorrelated noise). In both
cases, the sensing performance is degraded by the same amount.

IV. PROTOTYPE IMPLEMENTATION

To verify the performance of XC experimentally, two
RF-frontends are integrated on a single CMOS chip. The
baseband circuitry and analog-to-digital converters (ADCs) are
left off-chip, and the signal processing is performed on a PC.
The whole system is shown in Fig. 6.
The frontends can be used separately (e.g., for regular recep-

tion), or can be put in parallel via on-chip switches to enable
XC spectrum sensing. In this mode, both receivers switch to

input impedance mode (assumed throughout this paper),
as is more elaborately described in [10]. Each frontend consists
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Fig. 7. Performance summary of the prototype.

of a discrete-step attenuator, low-noise transconductance ampli-
fier (LNTA), and HR-mixer. The discrete-step attenuator at the
inputs of the receivers can provide up to dB attenuation to
improve linearity, but at the cost of NF. These attenuators use
an IM3-distortion-cancellation technique as described in [26]
in order not to limit overall linearity. The LNTAs are designed
for high linearity by using a CG-CS topology, similar to [17],
and achieve dBm IIP3. The HR-mixers are passive and are
sized not to limit overall linearity. The external transimpedance
amplifiers (TIAs) convert the output current to a voltage, which
is then sampled by the ADCs for further processing.
Some frontend performance parameters without and with the
dB attenuation are shown in Fig. 7 (indicated with “ dB ”

and “ dB ,” respectively). The power consumption is around
; more results can be found in [10].

The high in-band IIP3 of dBm allows the system to cope
with strong input signals without creating significant distortion
and thus false alarms. The noise performance, however, is rather
poor at a NF of dB. At dB attenuation, NF and IIP3 in-
crease by dB. The correlated noise floor (obtained after XC)
remains the same, as was predicted in [9].

V. SNR-WALL MEASUREMENTS

By processing the output of a single receiver, the estimators
and can be directly compared: the samples, and thus

any temperature and gain variations, are identical. Based on the
measurement results of the prototype, the frequency is chosen
at , where there is good input matching. To obtain IIP3
well above the desired dBm, the dB attenuation setting
is used in all measurements.
A higher linearity reduces intermodulation products. There-

fore, a higher linearity makes a spectrum sensing device more
robust to strong interference. Unfortunately, it is not possible
in our current setup to measure the sensing performance in the
presence of interferers. The external ADCs we use suffer from
a large amount of correlated noise (probably a common noisy
sampling clock generation and common interference from other
electronics inside the PC) [27]. To reduce the input-referred cor-
related noise due to these ADCs, and thereby their negative
effect on the sensing performance, the IF-circuitry provides a

Fig. 8. Measured noise floor between and at different points
in time during the measurements. (a) Individual receivers .
(b) After XC .

lot of gain. Any interferer, significant enough to cause some
intermodulation, then causes the ADCs to clip. Future work
should use different ADCs or integrate them to enable those
measurements.

A. Measurement Procedure

The measurement process involves a number of steps.
1) Measure the noise floor and peak-to-peak uncertainty.
2) Find and for various and SNR.
3) Determine the output SNR for a given input power.
4) Find for various and SNR using from step 2.
These steps will now be explained in more detail.
The noise floor is determined by measuring the averaged

output spectrum of the individual receivers and that obtained
with XC without applying an input signal.2 The ADCs sample
at : the baseband frequency ranges from to

. In every measurement, 1024-pt fast Fourier transforms
(FFTs) with rectangular windows are used (verifications with
other FFT-sizes give similar results). The noise power is deter-
mined by adding the power in the 103 bins that have a center
frequency between and . The first measurement
was started about an hour after turning on all equipment to
allow everything to reach thermal equilibrium.
Fig. 8 shows the output noise floors of 13 measurements, per-

formed at the start, at the end, and in between measurements
with a signal present. The last measurement was done almost
two hours after the first measurement. Clearly, the noise level
fluctuates over time, which was also observed in [12]. The dif-
ference between the highest and lowest total power in these
bands is an indication of the peak-to-peak uncertainty . The
origin of the small peaks that can be observed in the spectrum
of receiver 1 at 2, 2.15, and 2.45 MHz is unknown, but unlikely

2When used in practice, it is not known whether there is an input signal or not.
This makes it much harder or perhaps even impossible to estimate the noise floor
at run-time [13]. Factory calibration, similar to what is done here, or (periodic)
calibration by switching out the antenna and terminating the receiver input with
a resistor may be alternative options. This problem is not further explored
in this work.
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Fig. 9. Distribution of the measured noise power (bins), and Gaussian fits (lines), for several for XC (left), as well as for the individual receivers (right).

to come from the circuitry itself. In the measurements, they are
simply treated as noise.
The noise floor is higher near the band edges due to noise

aliasing [visible in Fig. 8(a)]. The difference in the noise floor
in the two receivers is caused by loss due to on-chip switches to
connect the receivers. The final noise floor obtained using XC
is about dB lower than that of the individual receivers (see
Fig. 7), which corresponds to . For
receiver 1, dB dB (with dB ), and for
receiver 2, dB dB. The noise uncertainty of the two
receivers is approximately equal, as expected. For XC with just
one average (not shown), the noise floor is the geometric mean
of the spectra of the two individual receivers. Indeed, the mea-
surements show dB dB. For the final noise floor of

, dB dB. Interestingly, for long
XC is higher, which probably means that some of the fluctua-
tions are from an external source (the signal generator or inter-
ferers) and are not removed through XC. These results in com-
bination with (13) suggest that the SNR-wall for the individual
receivers dB dB is around dB, and for
XC dB dB the SNR-wall is expected to
be dB, an improvement of more than dB. This will be
experimentally verified later.
Some examples of the measured noise power distribution are

given in Fig. 9. As expected, the measured noise power distri-
butions converge to a Gaussian for high . Higher reduces
the variance, and for XC also the mean.
The threshold for given and is set such that in

a fraction of the cases the measured values exceed . It
could be calculated by combining the NF of the receiver and the
statistics in (5) and (11), but using the measured results avoids
errors introduced by limitations of the model. The thresholds

and are determined for (see Fig. 10). The
noise fluctuations cause to be slightly different for each of the
measurements; The maximum of all values is used as the final
threshold to “guarantee” .
To mimic a noise-like input signal between and

at IF, a signal generator outputs a 64-tone signal with
center frequency , spaced at with random
initial phase. The SNR is determined by applying a relatively
high input power to make the signal clearly visible in the
received spectrum (see Fig. 11). The DC-offset at and

Fig. 10. Obtained thresholds for . (a) AC. (b) XC.

Fig. 11. Output spectrum with a signal present at dB.

the spurs visible at in receiver 2 are of no concern as
they are outside the band of interest.
With 103 FFT-bins between and , the ADCs

capture approximately 103 independent samples in the band of
interest per 1024 samples, and is increased in steps of 103
rather than 1. The total power of the signal is determined by
adding the power of the bins between and , and
subtracting the average measured power during the noise cali-
bration. With these numbers the SNR turns out to be dB
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Fig. 12. Measured for as a function of in the bandwidth of interest for several SNRs.

Fig. 13. Measured ROC-curves for several and SNR, comparing AC of receiver 1 (solid gray) and receiver 2 (dashed gray) to XC (solid black). Note that the
SNR of receiver 1 is dB higher than the SNR of receiver 2, and the SNR of XC is in between that of the two individual receivers. (a) .
(b) dB . (c) dB . (d) dB . (e) dB .

for receiver 1, and dB for receiver 2. Regardless of this
dB difference, it will be referred to as the measurement with

dB. Reducing the output power of the signal gener-
ator by dB reduces the SNR of each receiver by dB. Smaller
FFTs would give more information at higher SNR, but that is of
no interest for SNR-wall measurements.
Finally, the input signal is applied, and the threshold values

found earlier are used to determine for several SNRs. In each
measurement, complex samples per receiver are captured
(limited by computer memory), which results in 13.5 million
independent samples available to detect the signal. To determine
, 10 independent realizations can be considered theminimum

required to compare to , leaving maximally 1.35
million samples available.

B. Measurement Results

Fig. 12 shows the measured as a function of in the
bandwidth of interest for several SNRs. As expected, starts
at , and gradually increases with more samples. The
dB lower SNR of the second receiver theoretically requires

times more samples, which is in close agree-
ment with the measurement results. XC clearly obtains the de-
sired faster than the individual receivers.
The SNR-wall for AC shows up at dB. of

receiver 2 goes down rather than up, which is a clear sign of
an overestimation (biased threshold) of the noise level. With
a dB higher SNR, of receiver 1 still goes to 1. XC is
now about two orders of magnitude faster than receiver 1, as

predicted in [8]. At dB, of both receivers goes
to 0, while XC still goes to 1. However, at dB, the

for XC also stays at or below 0.1.
The receiver operating characteristic (ROC)-curves can also

be plotted. These curves explicitly show the trade-off between
false alarms and missed detections: allowing a higher in-
creases . Fig. 13 shows a few representative examples. In
principle, the higher the area under the ROC-curve (for the same
and SNR), the better the detector [29].
At dB [Fig. 13(a)], only a few hundred sam-

ples are required to obtain both a satisfactory and .
Fig. 13(b) and (c) show that the detector performance improves
when the number of samples increases. The XC-detector clearly
outperforms the AC-detectors in all cases. At dB
[Fig. 13(d) and (e)], the ROC-curves of the individual receivers
drop below the line , which is a key characteristic
that this SNR is below the SNR-wall of these receivers. In other
words, the area under the ROC-curve can be smaller than
in the presence of noise uncertainty, a fact that seems to have
been missed by [29].
In Fig. 14, the results are summarized by showing the re-

quired number of samples versus SNR to obtain and
. We explicitly show the number of samples rather

than the actual measurement time, because the captured band of
can be subdivided in as many bands as desired in the

digital domain. The measurement time increases inversely with
the resolution: for of RBW, s of measurement time is
required to get 1 independent sample. For this measurement of
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Fig. 14. Sample complexity versus SNR for and .

bandwidth, can be multiplied by to get the mea-
surement time.3

Here, the actual SNR for each receiver is used (e.g.,
dB for receiver 1 and dB for receiver 2,

whereas both are indicated as dB in Fig. 12). To
remove false positives, the number of samples is determined as
the minimum number of samples required to have for
all measurements with equal to or larger than this number of
samples. This means that at dB, XC needs
samples for (even though was occasionally
measured to be above 0.9 for several lower , see Fig. 12).
The required measurement time can be calculated a priori

based on the power that needs to be detected and the set by
regulations, combined with the NF of the receiver and the noise
uncertainty. These theoretical curves are shown in Fig. 14 for
AC and XC, which are obtained by numerical evaluation from
(4) and (11), with for XC. dB dB seems
to fit better than dB dB or dB dB, although
the differences are small. The results clearly show that XC can
detect significantly lower signal powers than AC, as predicted
in [8]. Based on this dB dB, an SNR-wall of dB
is found.
The FCC-requirement of dBm in bandwidth

corresponds to dBm/Hz. With a dB receiver NF, the
SNR-wall of dB for XC results in a maximum sensi-
tivity of dBm/Hz. For dBm/Hz, dB,
which requires approximately samples (see Fig. 14), equiv-
alent to a measurement time of 1.7 s. In less adverse spec-
trum conditions, the dB input attenuation may be removed,
which reduces the sensing time by approximately a factor 100
to around . Note, however, that the noise uncertainty in
this well-conditioned setup may be lower than what is feasible
in practice (of which the noise uncertainty is estimated to be
dB [30]). For dB noise uncertainty, the sensitivity can be cal-
culated to be dBm/Hz, which does not meet the FCC-re-
quirement. Nevertheless, it can still achieve that sensitivity with

3In theory, the RBW can be made as small as desired, provided enough mea-
surement time is available. However, in practice the LO and sampling clock will
have some jitter, which will limit the minimum useful RBW.

Fig. 15. Measured performance of XC as compared to AC in terms of energy
consumption and measurement time as a function of SNR.

a linearity of dBm IIP3. This is at least dB better than the
receivers in Table I if they were to employ AC with dB noise
uncertainty at the same sensitivity. As a result, our frontend can
withstand at least dB stronger interferers for the same degra-
dation in sensing performance. This comes at the cost of an
increase in measurement time, since the input attenuation de-
grades the SNR.
A fair comparison of the energy efficiency of this spectrum

sensing system with others published in the literature requires
the analog and digital parts to be fully integrated, both of which
is as of yet not the case for published spectrum sensing systems
[31]–[33]. Moreover, the measurement conditions should be as
similar as possible. Therefore, the measured performance of the
XC technique is only compared here to the measured perfor-
mance of AC using the same system. Fig. 15 shows themeasure-
ment time and energy consumption of XC dB dB
compared to AC dB dB for the prototype. The en-
ergy consumption is measured as the power consumption multi-
plied with the required measurement time. The power consump-
tion of AC is taken as half the power consumption of XC, since
only one receiver is used (rather than two), and the required dig-
ital processing is also roughly halved. The measurement time is
taken from the theoretical curves in Fig. 14.
For SNRs above dB ( , see Fig. 14), AC is more

energy-efficient than XC as has a higher variance for low
[8]. However, XC takes significantly less measurement time,

which reduces the sensing overhead in terms of spectral effi-
ciency, as more time can be spent for data communications. Fur-
thermore, for SNRs below dB, XC is not only more than
twice as fast as AC, but also more energy-efficient, as shown in
Fig. 15. So XC spectrum sensing can save both on battery life
and spectral efficiency.

VI. CONCLUSION

Spectrum sensing for cognitive radio or dynamic spectrum
access requires a high sensitivity and good interferer robustness
in order to detect very weak signals in the presence of very
strong ones. One approach that works in arbitrary frequency
bands is ED, which measures the power in a certain frequency
band, and thus does not require any knowledge of the signals to
be detected. Unfortunately, it suffers from an SNR-wall due to
noise uncertainty: a minimum SNR below which signals cannot
be reliably detected.
The standard form of ED is AC. With AC, the power esti-

mate is obtained by squaring and integrating the receiver output.
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Closely related to AC is XC; here the power estimate is ob-
tained by multiplying the outputs of two receivers operating
on the same signal. XC was previously proposed to lower the
SNR-wall for ED, as well as a means to mitigate several analog
impairments on spectrum sensing, such as phase noise of the
local oscillator and nonlinearity of the receiver. The linearity
can be improved by input attenuation, and the additional noise
removed through XC: dB of attenuation gives dB improve-
ment in linearity, and dB improvement in spurious-free dy-
namic range but costs a factor 4 in measurement time to keep
the same sensitivity. Experimental proof on the sensitivity or
detection performance, however, was still lacking.
A prototype, designed for high linearity in order to cope with

strong signals that may be present in adjacent channels, was im-
plemented in CMOS to provide this experimental proof.
By construction, this prototype allows a fair comparison be-
tween XC and AC with respect to sensitivity to gain and noise
level fluctuations, as the samples for AC and XC can be shared.
The prototype shows that, under the measurement conditions
detailed in Section V, XC is able to detect signals dB below
the noise floor, while AC can only detect signals dB below
the noise floor. In other words, XC has a dB lower SNR-wall
than AC. As XC requires two receivers and roughly double the
amount of digital processing, it has twice the power consump-
tion of AC. This penalty is offset by the fact that XC is signifi-
cantly faster than AC: at dB SNR and below, XC is more
than twice as fast, and therefore more energy-efficient. This
not only reduces the spectrum sensing overhead, allowing more
time for actual data transmission in dynamic spectrum access,
but also makes XC more energy-efficient than AC, prolonging
battery life.
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