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Abstract— Artificial intelligence (AI) and machine learning
(ML) are revolutionizing many fields of study, such as visual
recognition, natural language processing, autonomous vehicles,
and prediction. Traditional von-Neumann computing architecture
with separated processing elements and memory devices have
been improving their computing performances rapidly with the
scaling of process technology. However, in the era of AI and ML,
data transfer between memory devices and processing elements
becomes the bottleneck of the system. To address this data
movement issue, memory-centric computing takes an approach
of merging the memory devices with processing elements so
that computations can be done in the same location without
moving any data. Processing-In-Memory (PIM) has attracted
research community’s attention because it can improve the energy
efficiency of memory-centric computing systems substantially by
minimizing the data movement. Even though the benefits of PIM
are well accepted, its limitations and challenges have not been
investigated thoroughly. This paper presents a comprehensive
investigation of state-of-the-art PIM research works based on var-
ious memory device types, such as static-random-access-memory
(SRAM), dynamic-random-access-memory (DRAM), and resis-
tive memory (ReRAM). We will present the overview of PIM
designs in each memory type, covering from bit cells, circuits,
and architecture. Then, a new software stack standard and its
challenges for incorporating PIM with the conventional comput-
ing architecture will be discussed. Finally, we will discuss various
future research directions in PIM for further reducing the data
conversion overhead, improving test accuracy, and minimizing
intra-memory data movement.

Index Terms— Artificial intelligence, machine learning,
processing-in-memory, neural networks.

Manuscript received December 20, 2021; revised February 16, 2022;
accepted March 10, 2022. Date of publication March 17, 2022; date of
current version June 13, 2022. This article was recommended by Guest Editor
H. H.-C. Iu. (Corresponding author: Tony Tae-Hyoung Kim.)

Donghyuk Kim and Joo-Young Kim are with the Electrical Engineering
Department, Korea Advanced Institute of Science and Technology (KAIST),
Daejeon 34141, South Korea.

Chengshuo Yu is with the Electrical and Electronic Engineering Department,
Nanyang Technological University, Singapore 639798, and also with the
Institute of Microelectronics, A*STAR, Singapore 138634.

Shanshan Xie and Jaydeep P. Kulkarni are with the Electrical and Com-
puter Engineering Department, The University of Texas at Austin, Austin,
TX 78712 USA.

Yuzong Chen is with the Electrical and Computer Engineering Department,
National University of Singapore, Singapore 119077.

Bongjin Kim is with the Electrical and Computer Engineering Department,
University of California at Santa Barbara, Santa Barbara, CA 93106 USA.

Tony Tae-Hyoung Kim is with the Electrical and Electronic Engineering
Department, Nanyang Technological University, Singapore 639798 (e-mail:
thkim@ntu.edu.sg).

Color versions of one or more figures in this article are available at
https://doi.org/10.1109/JETCAS.2022.3160455.

Digital Object Identifier 10.1109/JETCAS.2022.3160455

I. INTRODUCTION

EMERGING applications such as machine learning and
artificial intelligence have increased interest in low power

hardware accelerators for processing parallel data in neural
networks. Multiple-and-Accumulate (MAC) operation is a
key arithmetic function in neural networks. Typical comput-
ing architecture named von-Neumann architecture consists
of separated processing elements and memory. To execute
MAC operation, huge amount data need to be transferred
between processing elements and memory through intercon-
nect channels with large loading. It is well-known that this
extremely frequent data communication consumes very high
power, which is a challenge in energy-efficient edge computing
systems. Processing-in-memory (PIM) architectures have been
reported to overcome the above bottleneck called memory wall
[1]–[11]. In PIM architectures, each processing element has a
computing circuit and a memory, reducing the frequency of the
data transfer from/to external memory. Since the power-hungry
data transfer is minimized, the PIM architecture can improve
the energy efficiency by orders of magnitude. To this end,
we investigate the state-of-the-art PIM research works based
on the memory type: SRAM-based PIM, DRAM-based PIM,
and ReRAM-based PIM.

SRAM has become the most popular selection com-
pared to other candidates for implementing PIM macro
[3]–[5], [12]–[20], thanks to the simple operation mode and
the mature technology. However, the area of the SRAM cell is
larger than other candidates like DRAM and ReRAM, which
results in the lower memory density.

DRAM-based PIM is an attractive solution to accelerate
large-sized machine learning models with its large memory
capacity, yet the high density of DRAM cells deters the
realization of the DRAM-based PIM. However, its feasibil-
ity has been proved with the first fabricated PIM chip on
3-d stacked DRAMs. In addition, many approaches [21]–[28]
apply in-memory processing on a different level of logic
integration to mitigate the high density of DRAM cells.

ReRAM-based PIM has become increasingly attractive in
energy-efficient accelerators for edge computing where batter-
ies or energy harvesting devices are the primary power sources
[29]–[36]. Particularly, edge computing devices process data
rarely and mostly stay in the standby mode, which makes
ReRAM-based PIM with moderate performance a promising
solution for edge computing. However, ReRAM technologies
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TABLE I

SUMMARY OF STATE-OF-THE-ART SRAM-BASED PIMs

are not mature yet, and the ReRAM-based PIM needs to
overcome various design issues for wider employment.

The software stack is a key enabler for the adoption of PIM
as a new mainstream device that could potentially outperform
the conventional von-Neumann computer in usability and
performance. PIM, unlike conventional memory devices, is no
longer a passive device because it can perform logic opera-
tions. It implies that a fundamental change in the software
stack is necessary for optimization of a real PIM system.
Thus, we must revisit the whole software stack, including
the application, framework, run-time, and driver. This paper
discusses the challenges in modifying the software stack for
PIM, such as offloading executions, data mapping, scheduling,
and cache coherence.

The remainder of this paper is organized as follows.
Section II introduces state-of-the-art analog and digital SRAM
PIM design. Section III reviews various DRAM PIM archi-
tectures. In Section IV, we review ReRAM-based PIMs.
Section V discusses the software stack for PIM and the
challenges in adopting PIM, followed by the future works
and trends in Section VI. Finally, Section VII concludes the
article.

II. SRAM PIM

This section introduces the conventional SRAM
background, including read/write operation and overall
architecture, and SRAM-based PIM macros. First, the
SRAM has the most intuitive operation theory and mature
manufacturing technology, which reduces the difficulty of
building a PIM macro and makes it become the most popular
candicate for constructing an artificial neural networks
accelerator. Then, several SRAM-based works are introduced
with tradeoff analysis for solving the challenges in the
transition from the pure memory array to the PIM macro.
Note that the discussed works include both analog and digital
domains for providing a complete knowledge framework.
Analog PIM macro shows high energy/area efficiency
performance while expressing limitations in flexibility and
classification accuracy of the artificial neural networks. On the
other hand, digital PIM macro demonstrates low efficiency
and throughput but adept in avoiding physical variations. The
summary of state-of-the-art SRAM-based PIMs is presented
in Table I.

Fig. 1. SRAM background: (a) Operation; and (b) Architecture.

A. Background of SRAM Operation and Architecture

Fig. 1(a) shows the write and read operation of the
conventional 6T SRAM cell. The six transistors form two
cross-coupled inverters and a pair of access switches. The writ-
ten data is loaded to bitlines before turning on the wordline.
Then, we turn on the access transistors to let the data in the
bitline pair go to the storage node of the SRAM cell. Note
that the path of writing ‘0’ limits the SRAM write operation
since the NMOS access transistor has a higher ability for
passing low voltage than high voltage. Therefore, the access
transistor needs to be stronger than the PMOS transistor to
lower Q below the threshold voltage of the inverters inside
the SRAM cell and guarantee the success writing of ‘0’. For
the SRAM write operation, the wordline is turned on after
pre-charging the bitline pair. Then, one bitline decreases based
on the SRAM storage data. In the end, an output is generated
through a sense amplifier that amplifies the voltage difference
of the bitline pair. The sample SRAM architecture, shown in
Fig. 1(b), comprises a memory array, row decoders, column
multiplexers, sense amplifiers, write drivers, and a controller.
During write operation, write drivers send to written data
to the selected bitline pairs while the unselected bitlines are
pre-charged to the high voltage before activating the selected
wordline. Only one cell is selected during read operation, and
the corresponding bitline pair is connected to a sense amplifier
through a column multiplexer.

B. Analog SRAM-Based Processing-in-Memory

A standard 6T SRAM cell [12] can build a memory macro
for processing MAC operations, as shown in Fig. 2(a). Note
that a binary input is applied to a wordline (WL), and a binary
weight is stored in the SRAM internal node when the standard
6T SRAM operates as MAC mode. The signal applied to WL
has two patterns: 1) A DC low voltage for input zero; 2) A
short positive pulse for input one. One binary multiplication
is performed in one SRAM cell right after the input signal is
applied to WL, and the corresponding multiplication result is
reflected in a bitline pair (BL and BLb). The multiplication
results of all the bitcells in one column are accumulated and
contribute to voltage drops in both bitlines. Note that the
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Fig. 2. SRAM-based PIM cells.

standard 6T SRAM still suffers from a disturbance issue due
to the shared write and read path.

Recently, several different bitcells have been proposed to
solve the intrinsic drawback of the conventional 6T SRAM
when processing MAC operations. In Fig. 2(b), A foundry 8T
SRAM cell [13] successfully solves the read disturbance issue.
Two additional NMOS transistors are added to standard 6T
with a series connection for creating an independent read bit-
line (RBL) discharging path to the ground. The multiplication
result depends on the weight value stored in an SRAM internal
node (Qb) and the input value represented by the voltage level
of a read wordline (RWL). However, the foundry 8T only
supports a single-ended read operation with a larger bitcell
area. A custom 8T SRAM cell [14] was developed to improve
the diversity of MAC operation (i.e., weight ‘±1’ multiply
input ‘1/0’) compared to the foundry 8T (i.e., weight ‘1/0’
multiply input ‘1/0’), as shown in Fig. 2(c). This design still
suffers from limited dynamic range and non-idealities due to
the current-based accumulation scheme. A differential voltage-
mode SRAM-based PIM cell [16] has been proposed using
two CMOS inverters and one XNOR upon the standard 6T
SRAM to improve the dynamic range. However, the increased
cell size and huge non-idealities remain to be solved. An 8T
SRAM with one metal-oxide-metal capacitor (MOMCAP) [4]
is proposed to minimize the residual analog non-idealities
thanks to the contribution of the embedded passive capacitors,
as shown in Fig. 2(d). It also decouples MAC operation
for eliminating SRAM disturb issue. Nevertheless, the area
overhead of the bitcell is significant due to the extra two
transistors and a capacitor.

Fig. 3 describes the popular operation types of analog
SRAM-based PIM macros: current-mode, voltage-mode,
charge-sharing, and capacitor-coupling. In current-mode
(Fig. 3(a)), the element-wise binary multiplication results from
each 6T SRAM cells in the same column are accumulated with
the representation of generating or not generating discharge
current and lead to an aggregated voltage drop in bitline
pair [3], [12]–[15]. Note that a limited dynamic range needs
to be set to guarantee the linearity of accumulation results.

Fig. 3. SRAM-based accumulation mode.

Voltage-mode SRAM-based MAC operation scheme [5], [16]
is proposed to significantly improve the dynamic range (i.e.,
rail-to-rail). A shared RBL is driven by parallel pull-up or pull-
down paths depending on the multiplication results of each
bitcells, as shown in Fig. 3(b). However, the voltage-mode
method suffers from residual non-linearity and variation
issues. Passive capacitors have been used to implement
charge-sharing [4] and capacitive-coupling [17] approaches
for minimizing non-linearity issues and variations due to
analog computations. As illustrated in Fig. 3(c) and 3(d), the
charge-sharing scheme needs one more switch in each cell and
takes one more cycle for accumulation operation compared to
the capacitive-coupling scheme. Although the charge-domain
offers higher energy efficiency and throughput performances,
it still suffers from larger area overhead due to the implementa-
tion of capacitors. Moreover, the charge injection issue needs
to be carefully considered when designing a charge-domain
PIM macro.

C. Digital SRAM-Based Processing-in-Memory

Digital PIM architecture is developed to solve the issues in
analog PIM works such as analog-to-digital/digital-to-analog
converter (ADC/DAC) overhead and PVT variation induced
non-linearity computation. The computation in digital PIM
architecture is entirely digital to eliminate the effects of any
physical variation, and the data conversion is no longer needed.

Fig. 4 describes the digital PIM macro [18], which can
support reconfigurable inputs, weights, and outputs. Each PIM
cell consists of a 6T SRAM, an XNOR gate, and a 1-bit
full-adder. The PIM cells can be stacked together to construct
1-16b unit column MAC based on the required computation
precision. Note that different functions are assigned depending
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Fig. 4. Digital SRAM-based processing-in-memory macro [18].

TABLE II

SUMMARY OF STATE-OF-THE-ART DRAM-BASED PIMs

on the location of the PIM cell within the unit column.
However, the digital PIM macro suffers from the hardware
redundancy caused by the memory and computation blocks,
resulting in large unit PIM cells and low memory density.

The latest digital PIM macro [19] implements 256x 4bit
weights in each column and produces 64x 12bit MAC outputs.
Each PIM cell comprises a fused 6T SRAM and a 2-input
NOR gate and processes binary multiplication results. Then,
the accumulation operation is processed in the dedicated adder
tree. The weight precision can be further extended to 8-16bit
using multiple macros while spending more area.

III. DRAM PIM

This section introduces the conventional architecture and
operation of DRAM as well as various PIM architectures
and their implementations. The DRAM architecture has been
developed in focusing on cell density, where each cell has a
simple structure of a single transistor and a capacitor. Although
the structural simplicity of the memory cells inspires interest-
ing ideas in integrating logic for DRAM-based PIMs, its tight
physical constraint has been a major challenge. Many previous
researches tackle different levels of DRAM architecture to
address this issue. Recent DRAM-based PIM architectures are
summarized in Table II. As illustrated in Fig. 5, we differenti-
ate the DRAM-based PIMs into three categories based on the
level of logic integration: cell-level, bank-level, and 3-d level.
First, DRAM cell-level PIM integrates low level transistor

Fig. 5. Different levels of DRAM PIM architectures.

logic with bitline sense amplifiers to conduct bulk bitwise
operations, taking advantages of the memory bank’s whole
internal bandwidth. Second, the bank-level PIM integrates high
level processing logic after the column decoder in each bank.
This technique cannot use the maximum internal bandwidth as
compared to cell-level PIMs, but it does open up the possibility
of DRAM-based PIMs [21], [22] by utilizing a larger logic
area. Third, 3-d level PIM utilizes 3-d stacked memory with
the base logic die, such as Hybrid memory cube (HMC).
It integrates the compute logic die to the stacked memory dies
where two entities are interconnected by through-silicon via
(TSV), providing energy-efficient and high-bandwidth com-
munication between them. However, due to the strict physical
and timing constraints of 3-d stacked dies, the realization of
3-d level PIM remains a challenge.

A. Background of DRAM Architecture and Operation

A DRAM chip consists of the memory cells to store charges
as well as the control logic and data I/O circuitry to support
its operation. It consists of multiple DRAM banks, each of
which is made up of stacks of DRAM mats. They are the basic
2-dimensional array structure of DRAM cells where each of
the cells, composed of a single transistor and a capacitor, stores
a bit value. In order to read/write cell values in a mat, the row
decoder receives a row address and selects a single wordline.
Then, the transistors of every DRAM cell connected to the
wordline are activated and the values are read/write from/to
the capacitors. To elaborate further, the capacitor in each
DRAM cell begins to share the charge with the bitline, which
is pre-charged to half VD D when the transistor is activated.
The charge sharing induces little voltage variations on the
bitlines, and the bitline sense amplifiers amplify the variations
to recognizable logic levels. Once an entire row is amplified,
the column decoder specifies one or more bitlines to transfer
the corresponding data to the IO pads.

B. Cell-Level Processing-in-Memory

The cell-level PIM integrates logic at the bit-line sense
amplifiers to execute bulk bitwise operations on multiple rows
while maximizing internal memory bandwidth. However, logic
integration in a DRAM cell with an extremely narrow pitch
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Fig. 6. (a) AMBIT TRA, (b) AMBIT DCC, (c) DRISA 3T1C-NOR,
(d) DRISA 1T1C-NOR/MIX, and (e) DRISA 1T1C-ADDER.

may not be feasible. The pitch of a single cell is already
optimized for only a single transistor and a capacitor, adding
more transistors to it can be challenging. To address this
difficulty, previous research has focused on executing simple
gate-level operations (i.e., AND, OR, NOR, and NOT) without
explicitly implementing logic gates.

AMBIT [23] proposes the triple row access (TRA) to
execute AND and OR operations without adding any tran-
sistors to the sense amplifiers, as illustrated in Fig. 6(a).
TRA only requires modifying the control logic of DRAM to
activate three wordlines simultaneously. If three wordlines are
activated, three cells sharing the same bitline will share their
charges. The result of the TRA becomes 1 if the number
of 1s in the three cells are more than or equivalent to 2.
R = AB + BC + C A = C(A + B) + C(AB) represents
the Boolean expression of the TRA, where A,B and C are
values in three cells and R is the result. By presetting C to
1 or 0, TRA enables to execute either OR or AND operation
on two rows. In addition, AMBIT proposes a row of dual-
contact cells (DCCs) to execute NOT operation. Each DCC
contains an additional pair of a wordline and a transistor to
move the inverted value of the sense amplifier to the cell,
as illustrated in Fig. 6(b). However, the actual implementation
of DCC may not be feasible as it requires one more wordline
and a transistor to fit the pitch of a DRAM cell.

DRISA [24], on the other hand, proposes three modified
DRAM cell architectures: 3T1C-NOR, 1T1C-NOR/MIX, and
1T1C-ADDER, as shown in Fig. 6(c), 6(d), and 6(e), respec-
tively. 1T1C-NOR/MIX and 1T1C-ADDER integrate latches
with simple logic such as NOR or other logic gates and a
parallel adder, respectively, below sense amplifiers. Even with

Fig. 7. (a) Bank-level PIM organization, (b) Newton compute logic, and
(c) HBM-PIM compute unit.

these simple logic gates, it is difficult to integrate them within
the DRAM cell pitch. However, 3T1C-NOR addresses this
difficulty by using the early DRAM cell design of 3T1C cell,
which has two separated wordlines for each cell for both read
and write operation. It can naturally perform NOR operation
without any modification to the cell design. If two M3 transis-
tors are enabled by activating the two corresponding wordlines,
two M2 transistors sharing the same bitline turns into the
NOR gate. In addition, DRISA proposes transistor-level shifter
circuits under the bitline sense amplifiers for data movement to
the adjacent bitlines, allowing for more sophisticated compu-
tations, such as selection, multiplication, and addition. As the
cell-level PIM can be optimized further for its large input
operand size of an entire row, AMBIT and DRISA adopt
the method of RowClone-FPM (Fast Parallel Mode) [25].
In addition, they modify the row decoders and drivers to enable
multi-row activation to speed up the execution. AMBIT also
proposes a fused complex command primitive of activate-
activate-precharge (AAP) to reduce the number of required
commands, thus reducing the total latency.

C. Bank-Level Processing-in-Memory

Aforementioned, the cell-level PIM is the best in utilizing
the memory bank’s whole internal bandwidth; however, it is
the most challenging due to the severe area constraint, where
the cell pitch continues to decrease as the DRAM technology
advances. Two feasible bank-level PIMs, Newton [21] and
HBM-PIM [22], solve this difficulty by integrating processing
logic after column decoder and selector, allowing the logic
to benefit the entire width of the cell array, as shown in
Fig. 7(a). They also exploit the bank parallelism that enables
multiple banks at the same time to compensate for the internal
bandwidth loss from not utilizing the entire row. Especially,
HBM-PIM proves it by fabricating the first PIM chip ever in
HBM using a 20nm DRAM process.

Maximizing the benefit of PIM, Newton exclusively focuses
on memory-bound deep learning models such as recommen-
dation systems (e.g., Facebook’s DLRM [37]) and language
models (e.g., Google’s BERT [38] and OpenAI’s GPT [39]),
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and thus proposes a fixed data flow accelerator that computes
matrix-vector multiplication effectively. Fig. 7(b) illustrates
the overall architecture of Newton in a single DRAM die.
Each bank includes 16 multipliers, 16 adders in a reduction
tree, and a 16-bit accumulator register. Two input operands
of the multipliers come from the memory cell array after the
column selector and the global buffer, which broadcasts an
input vector to all memory banks. In addition, Newton pro-
poses customized PIM commands, such as GWRITE, G_ACT,
COMP, and READRES, to exploit the bank parallelism and
reduce the latency. Newton can load the global buffer with the
input vector data using GWRITE command. G_ACT command
activates multiple banks. COMP command simultaneously
executes in-bank MAC operations using the multipliers and
adder tree in all banks. Newton can read all the results from
the banks using READRES command.

On the other hand, HBM-PIM proposes the programmable
compute unit (PCU) to support the complex computational
requirements of AI applications. HBM-PIM integrates a PCU
block per two banks, where they share the PCU block with
two distinct IO sense amplifiers. Fig. 7(c) illustrates the block
diagram of the PCU, consisting of an interface unit, execution
unit, and register group. The interface unit receives control and
data signals from the memory’s command controller. The exe-
cution unit includes single-instruction-multiple-data (SIMD)
fashioned 16 FP16 multipliers and adders. The register group
includes the command register file (CRF), general-purpose
register file (GRF), and scalar register file (SRF). In addition,
the PIM controller is integrated to support the programmability
of the PCU as well as the seamless integration with the host.
The PIM controller determines the mode between the normal
and PIM. It asserts PIM mode if an activation command of the
specific row address comes in. If the PIM mode is asserted,
PCU executes the PIM instructions pre-stored in the CRF. For
the following instructions, the program counter of the CRF
increments by one per every DRAM’s read command.

D. 3-d Processing-in-Memory

Unlike bank-level PIM (e.g., Newton and HBM-PIM),
where the logic is placed next to the memory cell arrays
in a memory die, the 3-d PIM involves both the logic die
in the bottom and the stacked memories on top. The 3-d
PIM is more sophisticated than HBM, allowing for more
energy-efficient data communications between the logic die
and the memory dies. However, due to the strict physical
and time constraints among 3-d stacked dies, realizing 3-d
PIM can be challenging. Only simulation is used to evaluate
all of the proposed works: Neurocube [26], Tetris [27], and
iPIM [28]. These works explore accelerating deep neural
network computations with the 3-d PIM using hybrid memory
cube (HMC). They exploit the vault structure of the HMC,
where the HMC stack is partitioned vertically into sixteen
vaults, as illustrated in Fig. 8(a).

As illustrated in Fig. 8(b), Neurocube puts a programmable
neurosequence generator (PNG) and processing element (PE)
on the logic die per each vault. The PNG manages the data
access sequences within the vault using the vault controller and

Fig. 8. (a) Hybrid memory cube, (b) Neurocube PE block diagram, and
(c) Tetris PE array block diagram.

sends data to the PE. Each PE contains a row of multiple MAC
units to compute the data in parallel. A 2-d mesh network-
on-chip connects all PEs to enable flexible data mappings
and operations inter-vault communications. On the other hand,
Tetris focuses on the input data reuse of the neural network
models. As illustrated in Fig. 8(c), Tetris integrates a PE array
structure with a global buffer per vault to maximize the data
reuse while maintaining the base architecture from Neurocube.

iPIM explores on boosting the effective compute bandwidth
and reducing the energy spent from data movements via TSV
by combining the 3-d PIM and the bank-level PIM. The iPIM
architecture decouples the control module, which locates on
the logic die, from the execution units, which locates on the
memory dies. By separating the control and execution, iPIM
gains abundant bank-level bandwidth to maximize the parallel
execution of processing engines on the memory dies. The
iPIM architecture places one iPIM control core in the logic
die of each vault, while it places one process group (PG) in
the memory die of each vault, next to the bank. The iPIM
control core manages flexible intra/inter-vault data commu-
nication and executes instruction decoding with the support
of the single-instruction-multiple-bank (SIMB) instruction set
architecture (ISA). On the other hand, PG includes PEs to
perform memory-bound operations near the bank to maximize
the parallel execution.

IV. ReRAM PIM

This section introduces the background of ReRAM and
how the MAC operation is implemented in ReRAM-based
PIM architectures. Design challenges associated with ReRAM
PIMs and state-of-the-art ReRAM PIM works for the MAC
operation are discussed. In addition, we describe three new
directions for ReRAM PIMs to motivate future research.

A. ReRAM Basics

ReRAM is one type of emerging non-volatile memory under
active research in both academia and industry [29]. It has
good read and write performance, low programming voltages,
as well as good scalability and compatibility to the CMOS fab-
rication process. For digital applications, one ReRAM device
can be programmed to either a high-resistance-state (HRS) or a
low-resistance-state (LRS) for storing a binary value. Because
of the analog nature of ReRAM, some works also employed
ReRAM for analog storage to improve memory capacity.
For example, Chang et al. [30] and Lin et al. [31] imple-
mented ReRAM-based ternary content addressable memory
by using a middle-resistance-state to represent “don’t care”.
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Fig. 9. ReRAM-based PIM architectures for MAC based on: (a) Current-
mode sensing and (b) Voltage-mode sensing.

Wu et al. [32] used the ReRAM device as an approximate
accumulator by applying multiple reset pulses to gradually
change the ReRAM state from LRS to HRS. In addition,
analog ReRAM has also been utilized in PIM for neural
networks with good error tolerance [34], [35], [40].

B. Multiply-and-Accumulate in ReRAM-Based PIM

Fig. 9 illustrates how the MAC operation is performed in a
general ReRAM-based PIM architecture. Based on the output
sensing mode, ReRAM-based PIM architectures for MAC can
be classified into current-mode and voltage-mode. For both
types of ReRAM PIMs, the weight in a neural network layer
is stored as the conductance (denoted by Gij for the ith row
and jth column) of the ReRAM device, while a binary input
(0 or 1) is applied through the word-line (WL). As shown
in Fig. 9(a), current-mode ReRAM PIM requires the input
driver to drive every source-line (SL) to a read voltage Vread,
and every bit-line (BL) is clamped to a reference voltage Vref
by the voltage clamper. The multiplication between one input
feature and one weight can be represented by the current
through one ReRAM bit-cell. Hence, the dot product between
the input vector and the weight matrix can be performed in the
analog domain by accumulating ReRAM bit-cell currents from
the same column. Finally, each column’s current is converted
to a digital value by a current ADC. For voltage-mode ReRAM
PIM shown in Fig. 9(b), all SLs are grounded, while all BLs
are precharged to Vpre and left floating. The discharge rate
of the BL capacitance CBL is proportional to the dot product
between the input vector and the weight matrix. Finally, the
resulting BL voltage is converted to a digital value by an ADC.

There exist different trade-offs between current-mode and
voltage-mode ReRAM PIMs. Similar to a normal ReRAM
memory access, ReRAM PIMs based on current-mode sensing
have a larger sensing margin and therefore a faster sensing
speed. However, the static current must be present for the
entire sensing period, leading to poor energy efficiency com-
pared with voltage-mode sensing that only consumes dynamic
power. Due to ReRAM device non-idealities, the sensing
margin is normally a more critical design consideration for
the target neural network accuracy. Hence, most ReRAM PIM
works are based on current-mode sensing [34], [41]–[44].

C. Multi-Bit Multiplication in ReRAM-Based PIM

Although the analog nature of ReRAM allows it to store
a multi-bit weight for improved memory capacity [34], [35],

Fig. 10. Multiplication of 2-bit inputs and 2-bit weights in digital ReRAM-
based PIM: (a) One cycle and multiple macros and (b) Multiple cycles and
one macro.

[40], most ReRAM PIM works employ digital ReRAM with
two distinct states: HRS and LRS [41]–[45]. This is because:
(1) ReRAM-based PIM shows worse MAC accuracy compared
to DRAM and SRAM counterparts because of large ReRAM
device variations and offset current caused by ReRAM devices
in HRS; (2) Controlling ReRAM with more resistance states
requires more complicated write-verification circuit, leading to
considerable overhead [33], [40]. In general, for PIM architec-
tures based on digital ReRAM, the multiplication of multi-bit
inputs and weights can be implemented in two different ways
named ‘Parallel-Input-Parallel-Weight (PIPW)’ and ‘Serial-
Input-Parallel-Weight (SIPW)’ [42]. Consider an example of
multiplication between 2-bit input and 2-bit weight, in PIPW,
two macros store the same weight and the 2-bit input (IN[0]:
LSB and IN[1]: MSB) is applied to the macros as shown
in Fig. 10(a). Here, each macro receives either IN[0] or
IN[1]. The 2-bit weight is implemented with three ReRAM
devices, two for MSB and one for LSB. Therefore, the BL
current for MSB is 2× of the BL current for LSB. These two
BL currents are merged to generate a multiplication result.
In SIPW, a multi-bit input is applied to a macro bit by bit
over multiple cycles as shown in Fig. 10(b). To merge the
currents over multiple cycles, currents from previous cycles
need to be stored in binary-weighted capacitors.

Both PIPW and SIPW suffer from large BL current distribu-
tions on the read path. To improve the MAC accuracy in pres-
ence of ReRAM device variations, extra circuits are needed
for merging the split currents from multiple columns, multiple
macros, or multiple cycles. Various MAC strategies have been
reported to address this challenge [41]–[44]. Table III shows
an example of multiplication using one-bit input and a ternary
weight [41]. The ternary weight is realized by two arrays
(one positive array and one negative array). The weight in the
positive array generates ‘+1 (LRS)’ and ‘0 (HRS)’ while that
in the negative array produces ‘−1 (LRS)’ and ‘0 (HRS)’. The
final ternary multiplication result is obtained by combining the
currents from both positive and negative arrays.

D. Design Challenges in ReRAM PIMs

1) ADC/DAC Overhead: Unlike normal ReRAM where
only one row is activated at a time, and sense amplifiers
produce the binary comparison result, ReRAM PIM may
require DACs for multi-bit inputs and ADCs for multi-bit
MAC outputs. A sample power and area breakdown of a
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TABLE III

MULTIPLY WITH TERNARY WEIGHT IN ReRAM

ReRAM-based PIM macro was reported in [34]. The ReRAM
array size is 1152 × 128. 2-bit DACs and 8-bit ADCs are
considered in the breakdown evaluation. Regarding power
consumption, DACs and ADCs consume 24% and 61% of the
total power, respectively, which are dominant compared to that
of the ReRAM array. Moreover, ADCs also occupy a majority
of the area when the required output precision is relatively
high (e.g. 91% of the total area at 8-bit output precision).
To mitigate ADC energy overhead, the number of ADCs can
be reduced by reducing the number of MAC results that are
generated at the same time. However, this will increase the
number of cycles for processing the same amount of MAC
results, degrading the performance of the PIM system. Even
though various ADC techniques such as zero-skipping and
column ADCs have been developed for better power and area
efficiency in SRAM-based PIM [14], [15], the power and area
overheads of ADCs are still challenging in ReRAM-based PIM
systems.

2) Accuracy Degradation Due to BL Sensing: Besides data
conversion, ReRAM PIMs face various challenges such as
large BL current distribution and overlap in BL current for
different MAC values due to large ReRAM device variations.
These problems can significantly degrade the MAC accuracy.
For example, consider the ReRAM-based PIM macro in [41]
where the maximum MAC value from each column is 9.
According to the multiplication mechanism in Table III, the
smallest BL current for the MAC value of ‘+1’ occurs when
only one WL is turned on in the positive array (‘1L0H’,
one ILRS and no IHRS). However, the maximum BL current
for the same MAC value of ‘+1’ is ‘1L8H’ (one ILRS and
eight IHRS) where 9 WLs are turned on in the positive array.
The selected ReRAM devices in the HRS state will generate
IHRS even though the computed MAC value has no difference,
leading to a large BL current distribution for the same MAC
value. This BL current distribution will degrade the sensing
margin, and therefore reduce the MAC accuracy. Such BL
sensing challenges must be addressed to improve the MAC
accuracy in ReRAM PIMs.

E. State-of-the-Art ReRAM-Based PIMs for MAC Operations

Table IV summarizes recent ReRAM-based PIM prototypes
for MAC. From the table, we can observe the following trends:
(1) The MAC precision gradually increases for more recent
ReRAM-based PIM works to satisfy the accuracy requirement
of more complex machine learning algorithms and datasets.

TABLE IV

SUMMARY OF STATE-OF-THE-ART ReRAM PIMs FOR MAC

Fig. 11. Block diagram of ReRAM coprocessor [46].

This requires designers to propose more advanced circuit
techniques for MAC operations at higher precisions. (2) Most
ReRAM-based PIM works for MAC focused on accelerating
neural networks, but many other types of machine learning
algorithms remained largely untapped and could potentially
open new PIM research directions. (3) Digital ReRAM is more
preferred compared with analog ReRAM due to large ReRAM
device variations. However, with the advancement of device
characteristics, the analog ReRAM can become more favored
in future ReRAM-based PIMs to reduce the area cost of storing
weight data.

F. New Directions for ReRAM PIM Research

1) ReRAM Coprocessor: Besides designing a single
ReRAM PIM macro, recent research also starts to focus on
integrating the ReRAM PIM macro in a complete computing
system. Fig. 11 illustrates the architecture of a fully integrated
reprogrammable ReRAM coprocessor for MAC [46]. It con-
sists of a reduced instruction set computer (RISC) processor,
multiple SRAMs, a memory controller, and a ReRAM PIM
macro with the mixed-signal interface. The RISC processor
controls the ReRAM PIM macro through the shared 32-bit
bus. Inside the ReRAM PIM macro, a pulse-modulated voltage
signal represents the input for each ReRAM crossbar row,
and each crossbar column can produce current to repre-
sent the vector-matrix multiplication in the analog domain.
Inside the mixed-signal interface, one enable-control block and
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Fig. 12. 2T2R ReRAM macro for versatile PIM functions [49].

one DAC-select block determine the operation mode of the
ADCs/DACs.

2) Security and Reliability Considerations: Apart from the
increasing compute precision of MAC, some recent works start
to focus on other design considerations such as security and
reliability to facilitate the wide adoption of ReRAM PIMs. For
example, Li et al. [47] proposed a secure ReRAM PIM macro
with an embedded XOR cipher for lightweight encryption.
The same group also introduced a more reliable ReRAM PIM
macro by designing on-chip write-verify and ADC reference
generation circuits [48].

3) ReRAM PIM for Versatile Functions: Even though MAC
is one of the most common tasks accelerated by PIM,
modern data-intensive applications require many other func-
tions such as Boolean logic and search operations. Various
ReRAM-based cell structures such as 4T2R and 2T2R are
reported to support versatile PIM operations on the same
array [49], [50]. Fig. 12 illustrates a 2T2R ReRAM macro
for multiple PIM operations [49]. It consists of a ReRAM
array, decoders, drivers, reconfigurable sense amplifiers, and
PIM logic. This ReRAM PIM macro supports search, Boolean
logic and dot product operations. In addition, to mitigate
the pseudo-write effect on the ReRAM device during PIM
operations, several design techniques are proposed to reduce
the stress voltage across the ReRAM device.

V. PIM SOFTWARE STACK

This section introduces a modified software stack for PIM
and the challenges in incorporating PIM with the conven-
tional computer architecture such as CPU or GPU. The main
objective of the PIM software stack is to run applications on
PIM hardware and further optimize them for PIM. However,
there are challenges ahead: offloading executions for PIM,
data mapping, scheduling of the kernel executions, and cache
coherence. We must overcome these challenges to adopt PIM
into the system successfully.

A. PIM Software Stack

Fig. 13 illustrates the PIM software stack with the four mod-
ifications: PIM framework, PIM library, PIM runtime, and PIM

Fig. 13. PIM software stack.

device driver. First, the PIM framework is a high-level frame-
work with custom operations. For example, the PIM frame-
work for AI workloads includes a wide range of operations
from simple operations (i.e., addition and multiplication) to
complex operations (i.e., convolutional layer, fully connected
layer, batch normalization, and activation functions) as its cus-
tom operations. Second, the PIM library is a set of low-level
routines that is explicitly called by these custom operations.
For the AI workloads, the PIM library includes the basic
linear algebra subprograms (BLAS) optimized for PIM, which
provides low-level operations for major AI workloads (i.e.,
vector-vector operations, matrix-vector operations, and matrix-
matrix operations). Third, the PIM runtime runs three tasks:
1) optimizes the PIM framework to decide what operations to
offload to the PIM hardware and generates PIM instructions,
2) manages the memory usage by the PIM instructions and
the operand data, and 3) configures the PIM kernel with the
generated PIM instructions. Fourth, the PIM device driver allo-
cates the memory space for PIM operations. HBM-PIM [22]
proposes a complete software stack for PIM to accelerate
machine learning workloads. It includes custom TensorFlow
operations, PIM BLAS library, PIM runtime, and PIM device
driver to cover the whole stack. In addition, it proposes
a multi-core fashioned programming model that maximally
utilizes the PIM execution units.

B. PIM Offloading Execution

Identifying what operations are suitable for PIM is essential
since only a few types of operations can benefit from PIM.
We need to distinguish PIM-friendly operations from the rest
and assign them to PIM. Different strategies are required
depending on how PIM logic is designed in memory. We cat-
egorized it into two. First, identifying PIM-friendly operations
is simple for a specialized PIM logic since it can only execute
specific operations. For example, Newton [21] supports a
fixed data flow with a row of 16 multipliers followed by a
reduction adder tree. This type of architecture can execute the
memory-bounded matrix-vector multiplications the best and
proves it by the achievements in speed up and power savings.
Second, identifying PIM-friendly operations is more challeng-
ing for the PIM logic with general-purpose cores. Typically,
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PIM copes with memory-intensive operations that have low
data locality. It implies that the memory-intensive operations
request tremendous data from memory but hardly reuse them.
Rather than leaving identifying memory-intensive operations
to programmers’ manual work, Boroumand et al. [51] pro-
poses an efficient tool flow with four criteria to identify PIM-
friendly operations: 1) if it consumes the most energy out
of all functions in the workload, 2) if its data movement
consumes a significant fraction of the total workload energy,
3) if the last cache misses per kilo instruction (MPKI) is
greater than 10, and 4) if data movement is the single most
significant component of the function’s energy consumption.
To evaluate the effectiveness, they demonstrate the tool flow
in analyzing primary Google consumer workloads, including
the Chrome browser, TensorFlow mobile, video playback, and
video capture.

C. Data Mapping

The data mapping scheme is a key factor in reducing the
data access latency. All levels of PIM architecture can exploit
spatial and temporal locality in mapping data. For example,
a DRAM-based bank-level PIM can apply this concept. First,
the bank-level PIM benefits from locating data in the bank
where they are being computed. Otherwise, memory access
from a PIM core to its neighbor bank burdens the global data
bus. Potentially, if more PIM cores request data from their
neighbor bank, it will cause a memory bottleneck. Second,
the bank-level PIM benefits from a sequential memory access
pattern, which guarantees the shortest data read latency within
a bank in DRAM. This access pattern reads data of the same
row without additional delays, whereas accessing data of a
different row address requires additional delays with DRAM’s
pre-charge and activation commands. Furthermore, previous
research works on data mapping in DRAM-based PIM and
ReRAM-based PIM are introduced.

Reference [52] proposes a new programmer-transparent data
mapping mechanism that uses consecutive address bits for
memory. The mechanism co-locates offloaded code and data in
the same PIM computation unit by exploiting predictability in
the memory access patterns out of offloaded code blocks. The
authors explore various applications to attain predictability,
including the backward propagation of the AI workload. The
result shows that 85% of all offloaded code blocks have a
fixed offset between access addresses, generating a predictable
access pattern. With the predictable access pattern, the authors
prove that using consecutive address bits reduces internal data
movement overhead and maximizes the benefit of PIM.

Reference [53] proposes an optimized weight mapping
and dataflow in computing convolutional neural networks on
ReRAM-based PIM. Unlike the traditional mapping scheme,
which unrolls all of the 3D kernels into a large matrix,
the proposed mapping scheme divides the 3D kernel of
K × K × D into multiple 1 × 1 × D matrices, where K
is the height and width, and D is the channel, then places
them into different processing elements (PEs) of PIM. This
kernel partitioning decreases the size of the matrix, allowing
for more freedom in mapping various shapes of the kernels in

convolutional layers. The most notable distinction is that the
proposed scheme exploits the internal data movement between
PEs to maximize both weight and input data reuse, resulting
in increased throughput and energy efficiency in convolutional
neural network computation.

D. PIM Execution Scheduling

The earlier scheme of identifying PIM-friendly operations
is insufficient for PIM to incorporate with the host processors.
It only decides what operations to offload based on the
analytical energy and memory models in the static compile
time. However, the scheduling of the kernel executions further
optimizes the utilization of both PIM and the host processors
and enables the concurrent executions.

Reference [52] introduces two issues in scheduling exe-
cutions for combined GPU and 3-d stacked memory PIM
architecture, called GPU-PIM. First, the load imbalance occurs
between GPU and PIM with the static offloading scheme.
For example, if a large number of executions that offloaded
to PIM are queued, GPU has to wait until PIM completes
everything on the queue. Second, the offloading executions do
not consider the utilization of the receive (RX) or transmit
(T X) channels. It is possible that one channel is overloaded
with one-sided executions that only use the channel, while the
other is left underutilized. They propose a dynamic offloading
aggressiveness control to address the issue. It decides final
calls on offloading executions to PIM based on runtime
information without any programmer’s intervention. The new
mechanism tracks two metrics: the number of pending offload-
ing requests and the bandwidth utilization rate of both RX and
T X channels. It simply sets threshold values for both metrics
and stops offloading executions to PIM if the metrics reach
their threshold values.

Reference [54] proposes a concurrent scheduling mecha-
nism for GPU-PIM architecture. The scheduling mechanism
uses three metrics to optimize executions: kernel dependency
information, affinity prediction model, and execution time
prediction model. The kernel dependence information deter-
mines which kernels can execute in parallel. It is obtained
by read-after-write (RAW) dependencies across the kernels
by profiling the whole application’s kernel execution. The
affinity prediction model is a logistic regression model that
determines which computation cores can execute the kernels.
The execution time prediction model is a linear regression
model that predicts the execution time of a kernel on each
computation core. To achieve high accuracy in training, both
affinity and execution time models use metrics of kernel-level
analysis such as memory intensity, kernel parallelism, and
shared memory intensity.

E. Cache Coherence

Cache coherence protocols manage discrepancy on the
shared data between different cores in a multi-processor com-
puter system. When multiple cores are working simultaneously
on the same data, they can read the proper data value unless
any of them modifies the data. The cache coherence protocols
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guarantee that none of the cores read invalid or stale data
value.

Many research on PIM use the conventional cache coher-
ence protocols to mitigate this issue between the host processor
and PIM. Cache bypass is used in GraphPIM [55] and HBM-
PIM. It forces a portion of the memory region uncacheable,
allowing all memory requests to bypass the cache hierarchy
and go straight to memory. In addition, write-through, message
passing, and write-back are used in [52], [56], and [57],
respectively, between PIM cores and CPU caches. However,
the conventional approaches do not scale, and thus degrade
the benefit of PIM if more data are shared through the narrow
off-chip bandwidth between PIM and the host.

Regarding the issue, [58] proposes coherence for near
data accelerators (CoNDA) to manage the cache coherence
between the CPU and DRAM-based 3-d PIM. CoNDA opti-
mizes the mechanism for updating the coherence request by
letting PIM always execute on optimistic execution mode.
During the optimistic execution mode, PIM stops issuing
any coherence request and only tracks the memory accesses
information such as addresses of all PIM read, write, and
CPU write. Thus, none of the modified data is written to
the memory. After PIM completes optimistic execution mode,
it manages the coherence issue. It looks at the tracking
information and only manages the coherence of the updated
shared data during the execution to eliminate the unnecessary
requests. As a result, CoNDA reduces the significant overhead
in cache coherence requests and thus achieves performance
speed up.

VI. RESEARCH DIRECTION

A. Data Converter Overhead

In compute-in-memory designs, digital inputs need to be
converted into analog domain to achieve in-memory computa-
tion. This conversion is realized with a DAC. Reference [12]
presented a current DAC topology to convert the 5-bit digital
input into current through binary-weighted PMOS current
sources. This current is converted into a wordline voltage
through the up-sized replica transistor and a diode-connected
NMOS transistor. Reference [3] implemented a digital-to-time
converter and a time-to-analog converter to embed digital
inputs into an ON signal pulse-width. This ON signal is used
to charge the global bitline with a constant current source.
Therefore, according to the pulse-width, different digital input
values can be represented by an analog voltage on the global
bitline. Reference [13] applied multiple unit pulses on the
RWL for discharging the bitline voltage to convert the digital
input into the analog domain. Compared with the pulse-
width method, the multiple RWL pulses approach shows better
linearity, and the amount of discharge is closer to the expected
result. In this design, digital components, such as D flip-flop,
4-bit counter, and several logic gates for each row are used to
realize the multiple RWL pulses. The 4-bit input are loaded
into the counter, and the RWL pulses are generated until the
counter reaches 0. Reference [59] repurposed the inherent
embedded dynamic random-access memory (eDRAM) for the
DAC implementation. Initially, 4-bit digital data is loaded

into the eDRAM bitcells, and the number of bitcells for
each bit position is binary-scaled. Next, all WLs are asserted
to perform charge share operation along the entire eDRAM
column for generating the analog voltage. Compared with
other types of data converter in the CIM design, this design
fully utilizes the existing resource (i.e., 1T1C eDRAM bitcell,
peripheral circuit) inside the memory array. Moreover, these
components can be configured as CIM engines and can be
configured as memory storage in a non-CIM mode. After
the MAC operation, an analog-to-digital converter also needs
to be implemented to convert the final analog computation
results into the digital domain, which is usually the last step
of the compute-in-memory design. Reference [3] presented
an integrating ADC using a charge-sharing-based integrator,
StrongARM latch-type sense amplifier, and logic block. This
design replicates the 10T SRAM columns for charge-share and
integration purposes, mitigating the process and temperature
variation effect on the results. Reference [13] developed a 4-bit
Flash ADC in the SRAM-CIM design, where 15 references
voltage levels and 15 comparators are used. The reference
voltage is achieved using the resistive diode ladder and
changing the voltage input to the ladder. However, one dedi-
cated sense amplifier design consists of 4 PMOS, 4 NMOS,
6 passgates, 2 NOR gates, and an SR latch, which incurs
significant area overhead on the CIM macro. [8] presented
a weight bitwise low-mac aware readout scheme to improve
energy efficiency. In this design, multibit MAC is read out
through the switch-capacitor voltage amplifier. Compared with
the conventional readout scheme, this design included an
extra phase to detect if the analog input voltage is above or
lower than the threshold voltage, and the threshold voltage is
determined by the MAC values distribution. If the MAC result
is less than the threshold voltage, then the switch-capacitor
voltage sense amplifier only required two phases to generate
the final digital output, resulting in a higher readout rate.
Reference [59] repurposed the 1T1C eDRAM bitcells for 8-
bit SAR ADC implementation, significantly reducing the area
overhead due to the extra arithmetic circuit because the 1T1C
eDRAM bitcells can be either used as normal memory storage
or CIM computation. In the in-eDRAM SAR ADC design, the
reference voltage is generated from the charge-share operation
between multiple 1T1C eDRAM bitcells. The comparison
between the reference voltages and MAC analog voltage is
implemented with the existing sense amplifier in the peripheral
circuit. It is worth noting that many prior designs introduce
extra circuit components to the original memory array. For
example, [3] added an 8:1 MUX, 3 2:1 MUX, and extra
transistors, [13] realized the flash ADC by adding 15 dedicated
sense amplifiers and [12] implemented more than 32 extra
transistors to achieve the current DAC design. To address the
problem, [59] reconfigured the eDRAM bitcells and inherent
charge share operation to achieve the data converter functional-
ity. While compute-in-memory does reduce the von-Neumann
bottleneck caused by repeatedly reading from and writing
to the memory array from the processor unit, on-chip com-
putation remains a concern. Since the size and organization
of a memory array are optimized for high-performance and
high-density purposes, extra circuit components added into
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TABLE V

DATA CONVERTER COMPARISON

the memory array will cause degradation on memory design
parameters and cause unintended area/power overhead.

B. Test Accuracy

In order to reduce the area overhead, one can maximize
the existing peripheral circuit reuse to realize the essential
components. In addition, one can also reduce the bit precision
of DAC and ADC to reduce the area and power overhead.
Previously, [60] reported a binary neural network (BNN)
implementation, which helps to speed up the design and
eliminates the data conversion steps in the conventional
compute-in-memory design. While BNNs are compact and
efficient, they suffer a 3% accuracy loss on the CIFAR-10
dataset [61]. In recent compute-in-memory design, convolution
neural networks became the mainstream [3], [8], [12], [13],
[59]. Table VI summarizes the test accuracy from the recent
compute-in-memory demonstrations [3], [7], [8], [10], [43],
[59], [62]–[64]. For the MNIST dataset, the range of test
accuracy is 97%∼99.63%, depending on the design and the
ML algorithm. In recent years, most of the designs validate
the design with the CIFAR10 dataset instead of the MNIST
dataset. The test accuracy for this dataset in different designs

is about 80.1%∼92.52% and the accuracy drop from software
accuracy (ideal case) is 0.55%∼1.39%.

Among all CIM approaches, the non-linearity in the ana-
log compute-in-memory design topology is one of the main
sources of accuracy degradation compared with the soft-
ware (ideal) accuracy. To address the accuracy loss challenges
in such CIM designs, [65] retrain the network using the
gradient-blocking technique for quantization which is pre-
sented in [66]. In this design, the test accuracy was dropped to
90.3% (81.6%) with a calibrated (uncalibrated) multiplicative
digital-to-analog converter, while the floating-point software
accuracy is 91.9% on CIFAR-10 dataset. However, after
3 epochs of retraining, the test accuracy increases back to
91.6% (86.2%) with calibrated (uncalibrated) multiplicative
digital-to-analog converter, which is only 0.3% lower than the
software accuracy.

C. Intra-Memory Data Movement

Compared with conventional MAC computation on CPU,
in-memory computation minimizes the need for off-chip data
movement and reduces data movement energy. However,
at the same time, it also introduces data duplication and
extra intra-memory data movement, which can dominate the
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TABLE VI

MACHINE LEANING ALGORITHM, TEST ACCURACY, SOFTWARE
ACCURACY AND ACCURACY DROP COMPARISON

energy consumption due to peripheral circuit usage. Hence it is
critical to explore the design CIM topology from intra-memory
data movement perspective and investigate efficient compu-
tational dataflow strategies. In a conventional im2col-based
algorithm, data needs to be duplicated and converted from
a two-dimensional matrix into a one-dimensional column
matrix, which introduces a significant amount of redundancy
in the memory array. Although the conventional compute-
in-memory approach benefits from high throughput, data are
duplicated for every cycle in the im2col algorithm, which
occupies the cache and memory bandwidth for other resources.

A matrix lowering scheme has been proposed to reduce
the memory overhead and accelerate the convolution com-
putation without accuracy degradation [67]. This algorithm
addresses the intra-memory traffic issues in current CIM
design, enables training or inference for a given size of
memory and improves memory sub-system efficiency to
improve computation. By using the presented algorithm, one
can apply DNN computation inside a memory-constrained
environment. In addition, a direct convolution algorithm in
static random-access memory is implemented as an all-in-
one approach without extra data duplication by recycling
data between neighboring SRAM bit-cells [65]. In this way,
memory bandwidth can be utilized for other resources, which
relaxes the constraint for other applications since the data
inside the CIM engine is reused for multiple computation
cycles. In addition, this design allows parallel computation for
multiple MAC products every clock cycle, which significantly
increases the throughput and efficiency while keeping the
intra-memory data movement to a minimum.

VII. CONCLUSION

To conquer the memory bottleneck in processor-centric
design of modern computing systems, the emerging
memory-centric computing paradigms such as processing-in-
memory architecture is especially effective for data-intensive
AI and ML workloads. To this extent, this paper introduces
an overview of PIM architecture for AI and ML technologies.
The state-of-the-art PIM research works are investigated
based on the memory types: SRAM-based PIM, DRAM-
based PIM, and ReRAM-based PIM. For each PIM type,

we comprehensively discuss the basic operation of the
memory, circuit component designs, macro designs, and
entire architectures as well as the challenges. To make the
PIM hardware be widely adopted in the future, there is a
need for more advanced software stack in incorporating PIM
into a computing system, allowing PIM to be easily exploited
by end-users. Lastly to ensure its reliability, further research
on reducing the overhead in data converter, improving test
accuracy of ML models, and minimizing intra-memory data
movement are crucial.
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