
IEEE JOURNAL ON EMERGING AND SELECTED TOPICS IN CIRCUITS AND SYSTEMS, VOL. 13, NO. 4, DECEMBER 2023 873

Guest Editorial
Dynamical Neuro-AI Learning Systems: Devices,

Circuits, Architecture and Algorithms

THIS Special Issue of IEEE JOURNAL ON EMERGING
AND SELECTED TOPICS IN CIRCUITS AND SYSTEMS

(JETCAS) is dedicated to demonstrating the latest research
progress on dynamical neuro-artificial intelligence (AI) learn-
ing systems that bridge the gap between devices, circuits,
architectures, and algorithms. The growing demand for AI
has spurred the development of systems that: 1) co-localize
computation and memory; 2) enhance circuits and devices
optimized for operations prevalent in deep learning; and
3) implement lightweight and compressed machine learning
models thereby achieving greater accuracy with less resources.

More exploratory approaches to optimizing machine
learning harness dynamical devices, circuits, and systems.
Dynamical systems model the natural dynamics of real-world
environments. Current neural network algorithms rely heavily
on abstracted models of synapses, neurons, and learning rules
where biological details are stripped away. Integrating the
dynamics seen in biological synapses and neurons could give
us insights on the energy efficiency of these richer models
and can help drive the network accelerators to a higher level
of efficiency.

This Special Issue aims at providing a comprehensive
perspective on the state of research in the field of dynamical
neuro-AI systems from a cross-stack abstraction lens, through
a selection of recent contributions. The 23 papers in this
issue went through a rigorous review process, and can be
cataloged into the following themes as we move up the
abstraction layers: 1) devices; 2) analog and mixed-signal
circuits; 3) digital design and computer architecture; and 4)
algorithms. Unique to the field of neuromorphic computing
and neuro-AI, many accepted papers are heavily influenced
by dynamical systems theory, neuroscience, or otherwise span
these various circuits and systems abstractions.

I. DEVICES

Neuromorphic devices, which mimic the neural structure of
the human brain, are pivotal in advancing neuro-AI systems,
as they offer highly efficient computational paradigms that sig-
nificantly enhance efficiency. However, it is often challenging
to integrate emerging devices with larger scale systems, but
with memristive computing making its way into commercial
and open-source technology processes, the first three papers
in the Special Issue bridge the gap between devices and
algorithms.
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In [A1], Rasetto et al. demonstrate how a three-terminal
memristor can enhance the accuracy of hierarchical time-
surface architectures without being affected by device stochas-
ticity. The dynamics of the device including the short-term
plasticity contributes to the higher classification accuracy.

In [A2], Hritom et al. present an optimized current-
controlled memristive synapse circuit, achieving up to 82%
energy savings and significant improvements in reliability and
precision, and in [A3], Avedillo et al. explore how neuromor-
phic devices can solve NP-hard problems.

II. ANALOG- AND MIXED-SIGNAL CIRCUITS

Analog- and mixed-signal circuits play a pivotal role in
neuromorphic computing and dynamical neuro-AI systems by
facilitating the emulation of biological brain functions which
enables hardware to process more efficient and/or realistic
computational models. These circuits enhance the adaptability
of neuro-AI systems, enabling them to perform complex com-
putations with lower power consumption and lower response
latencies, which can be useful in advanced cognitive and
learning capabilities.

The first few papers focus on pure analog design systems,
and in [A4], Liu et al. introduce a nonlinear neuron model,
implemented in a small-scale CMOS chip, and mimics com-
plex biological neural behaviors and demonstrates real-world
application in controlling a robotic dog’s locomotion.

In [A5], Bhattacharyya et al. introduce efficient digital
approximations for simulating coupled Hodgkin–Huxley (HH)
neurons, employing floating-point and fixed-point arithmetic
for large SNN simulations. This implementation provides a
pathway toward analog computation using biorealistic neuron
models in computational and neuromorphic systems.

In [A6], Yayla et al. introduce local thresholding approx-
imation (LTA), which significantly reduces area, energy, and
latency in analog computing-based binarized neural network
accelerators by efficiently utilizing analog comparators.

In [A7], Smith et al. present a novel silicon soma cir-
cuit design that combines current and voltage feedback to
efficiently convert subthreshold current to pulse frequency
while significantly reducing thermal sensitivity and area
requirements, enabling the Braindrop neuromorphic system to
be used at a high level of abstraction.

We move into the mixed-signal domain, with the paper by
James et al. [A8], that incorporates synaptic stochasticity to
enhance a neural network’s accuracy in various classification
tasks and evaluate its advantages over conventional approaches
in terms of power and device variation resilience.
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In [A9], Jiang et al. present a hybrid multicore spiking neu-
ral network (SNN) chip integrating 60K ReRAM synapses and
480 digital neurons. The design achieves high synaptic density
and energy efficiency, supports multiple neuron models, and
demonstrates good performance in MNIST dataset recognition.

In [A10], Jiang et al. present a 40-nm RRAM compute-
in-memory (CIM) accelerator for SNNs, featuring charge-
pump-based leaky-integrate-and-fire neurons and a split-train-
merged-inference algorithm, which enhances energy and area
efficiency for intelligent edge devices.

III. DIGITAL DESIGN AND COMPUTER ARCHITECTURE

The significance of digital design and computer architecture
in neuro-AI and neuromorphic systems is profound, primarily
due to the maturity of digital design flows. This maturity
allows for the efficient implementation, testing, and optimiza-
tion of complex neural algorithms and architectures, ensuring
reliable and scalable neuromorphic systems. Digital design
offers precise control and flexibility, enabling the creation
of sophisticated neuro-AI models that can mimic the human
brain’s functionality more accurately. In [A11], Alhartomi
et al. use distributed arithmetic and circulant/block-circulant
matrix-vector multiplications, to optimize LSTMs in FPGA
implementations.

In [A12], Ottati et al. provide an analysis of the optimal use
cases, and the shortfalls, of spike-based computation in digital
platforms. It concludes that static data is unlikely to be the
domain where spikes will shine, due to the lack of a temporal
dimension and that dynamical data and online learning are
more promising avenues to explore.

In [A13], Kim et al. present an optimized processor that
combines CNN and SNN achieving state-of-the-art energy effi-
ciency on ImageNet classification. The fourth paper by Wang
and Fong [A14] proposes a method to map model parameters
to reduce data movement, with case studies demonstrating up
to 30% faster execution in DNN benchmarks.

In [A15], Buechel et al. propose a novel programming
approach for analog in-memory computing cores, utilizing
gradient descent to minimize matrix–vector multiplication
error, enhancing inference accuracy and eliminating the need
for high-resolution ADCs.

In [A16], Aliyev et al. introduce a flexible, sparsity-
aware hardware design for SNNs, along with a simulation
framework, demonstrating up to 76% reduction in hardware
resources and 31.25× speed increase. In [A17], Bhattachar-
jee et al. optimize hybrid in-memory computing devices for
efficient and accurate deep neural network inference, achieving
significant improvements in performance and energy efficiency
over baseline models.

IV. ALGORITHMS

At the top of the stack are the software, algorithms, and
applications of neuro-AI and neuromorphic systems, where
the first two papers by Azghadi et al. [A18] and Chang and
Ho [A19] offer new ways to train SNNs that are optimized
for energy-efficient computation.

In [A20], Jeong and Ye discover learnable activation func-
tions optimized for digital processing, and in [A21], Srivatsav
et al. leverage the AER protocol’s inherent temporal features
for computation.

In [A22], introduces a dynamic two-stage inference frame-
work for brain-inspired hyperdimensional computing, effec-
tively balancing accuracy and efficiency in IoT applications,
demonstrating significant energy and time savings with min-
imal accuracy loss on benchmark datasets. In [A23], Jeong
and Yoo present a method for training SNNs to address
limited memory in neuromorphic processors, demonstrating
high accuracy.
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