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Differential Evolution-based 3D Directional
Wireless Sensor Network Deployment

Optimization
Bin Cao, Member, IEEE, Xinyuan Kang, Jianwei Zhao, Po Yang, Member, IEEE,

Zhihan Lv, Member, IEEE, and Xin Liu

Abstract—Wireless sensor networks (WSNs) are applied more and more widely in real life. In actual scenarios, 3D directional wireless
sensors (DWSs) are constantly employed, thus, research on the real-time deployment optimization problem of 3D directional wireless
sensor networks (DWSNs) based on terrain big data has more practical significance. Based on this, we study the deployment
optimization problem of DWSNs in the 3D terrain through comprehensive consideration of coverage, lifetime, connectivity of sensor
nodes, connectivity of cluster headers and reliability of DWSNs. We propose a modified differential evolution (DE) algorithm by
adopting CR-sort and polynomial-based mutation on the basis of the cooperative coevolutionary (CC) framework, and apply it to
address deployment problem of 3D DWSNs. In addition, to reduce computation time, we realize implementation of message passing
interface (MPI) parallelism. As is revealed by the experimentation results, the modified algorithm proposed in this paper achieves
satisfying performance with respect to either optimization results or operation time.

Index Terms—cooperative coevolution (CC), linear crossover, polynomial-based mutation, differential evolution (DE), 3D directional
wireless sensor networks (DWSNs), coverage, lifetime, connectivity, reliability
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1 INTRODUCTION

W ITH the continuous development of communication
technologies and smart sensing devices, the Internet

of Things(IoT) provides more and more convenience and
efficiency to human living [1]. Wireless sensor networks
(WSNs), which are the basic technology of IoT, composed
of a certain number of lightweight, low-cost wireless sensor
nodes [2], have also experienced great progress. Utilizing
the vibration sensors for identification and narrow-band
internet of things for communication, Jia et al. [3] proposed
an edge computing-based intelligent manhole cover man-
agement system. Aguirre et al. [4] applied WSNs to the
real-time monitoring of urban traffic environments. Fosalau
et al. [5] monitored catastrophic natural phenomena (e.g.,
landslides) by deploying highly sensitive sensor nodes to
perceive the moving direction and displacement of soil.

With the increasingly widespread application of IoT and
WSNs, many scholars have studied related issues. Santigo
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et al. [6] proposed a modified feature selection algorithm
which can separate and prioritize the sensor data and ap-
plied to industrial IoT. The deployment problem of WSNs
can be well resolved by biological heuristic algorithms.
How to improve the coverage and prolong the lifetime of
the WSNs are two main research directions. By combining
adaptive length coding, Alia et al. [7] presented a novel
algorithm that could automatically modify and determine
the optimum quantity and positions of sensor nodes to
achieve coverage maximization with the cost minimization.
Manju et al. [8] proposed a method of setting nodes work
alternately and giving coverage priority of crucial moni-
toring areas to prolong the network lifetime. Tuba et al.
[9] employed the fireworks algorithm [10] to optimize the
coverage rate of WSNs, which realized coverage rate maxi-
mization via finding “optimum” sensor positions. However,
they only researched the deployment problem on 2D plane,
while sensor nodes in the real world exist in 3D space,
the sensing range of sensors is 3D and has sensing angles
limited. Accordingly, directional sensor nodes with limited
sensing angles are more accordant with the actual situation.
The concept of directional sensors was proposed by Ma et al.
[11]. Based on which, Teng et al. [12] proposed a fuzzy ring
based fan-shaped sensing model, and this study was more
practical. Therefore, research on the deployment problem of
directional wireless sensor networks (DWSNs) on 3D terrain
has more realistic significance and practical value.

Sung et al. [13] proposed a distributed greedy algorith-
m to improve the coverage of directional sensor nodes.
Considering the directionality and sensing angle and com-
bining Voronoi diagrams. Nevertheless, only one objective,
coverage, was considered. Cao et al. [14] considered the
coverage and lifetime of directional sensor nodes in 3D
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industrial space with obstacles, and distributed parallelism
was conducted to reduce the computation time.

Node clustering and routing are two well-known meth-
ods to prolong lifetime of WSNs [15]. Usually, these two
methods are simultaneously employed to improve the en-
ergy utilization rate. Halder et al. [16] discovered that the
energy imbalance across the network is mainly owes to the
data transmission to relay nodes from different sections,
and they put forward a heterogeneous node deployment
strategy to extend network lifetime. Chu et al. [17] pro-
posed a distributed cooperative topology control and adap-
tation algorithm to achieve the extend of network lifetime.
Hacioglu et al. [18] presented a clustering-based routing
methodology, which minimized the communication costs
among clusters and maximized the node quantity in each
cluster, and NSGA-II [19] was combined to select excellent
solutions. However, all these studies only explored the case
of 2D plane.

To achieve the data transmission stability in IoT, a stable
and reliable network is essential [20]. Connectivity is basic
for the reliable data transmission, and it’s basic of the topol-
ogy control and routing protocol. Besides the basic coverage
and lifetime, connection and reliability [21] also should be
concerned to ensure the wireless networks performance. Li
et al. [22] proposed a deployment strategy for simultane-
ously considering coverage and connectivity based on the
elitist non-dominated sorting genetic algorithm (NSGA-II)
[19]. Zakia et al. [23] considered the Quality of Monitoring
(QoM) and wireless network connectivity and proposed a
3D underwater deployment scheme. [24] considered cover-
age, connectivity uniformity and deployment cost, and [24]
proposed a distributed parallel cooperative coevolutionary
multi-objective large-scale immune algorithm to solve it,
while [25] just utilized the existing algorithm, however
reliability was both not into consideration. Li et al. [26] im-
proved a three-factor user authentication protocol for WSN
to satisfy the security requirement in IoT application. Deif
et al. [27] proposed a modified Ant Colony Optimization
(ACO) to improve the reliability of WSNs at a minimum
deployment cost. Machado et al. [28] presented a diffusion-
based approach to satisfy the coverage, connectivity and
reliability of WSNs, however it is deployed on the 2D plane.
Above all, there are few studies simultaneously considered
the coverage, lifetime, connectivity and reliability of DWSNs
on 3D terrain.

This paper comprehensively considers the coverage, life-
time, the connectivity of sensor nodes, the connectivity
of cluster headers, and the reliability of fuzzy ring-based
DWSNs on 3D terrain. To address it, we present a modified
DE algorithm: cooperative coevolutionary (CC) [29] differ-
ential evolution (DE) algorithm [30] with CR-sort [31] and
polynomial-based mutation (CCDEXSPM). In this paper,
our main contributions are as follows:
A. In the process of mutation in DE, we simply select par-

ents from the whole population with uniform probabili-
ty, ensuring a greater search direction of the population
and avoiding premature convergence for falling into
local optima. For the crossover factor, we adopt a novel
dynamic updating scheme of CR-sort [31].

B. To avoid premature convergence of the population, after
the mutation and crossover, we append a polynomial-

based mutation operator to perform a second-time mu-
tation to each newly generated individual.

C. We combine the above evolutionary strategy with the
novel CC strategy proposed in [32] by adopting fixed
grouping [29] and allocating variables of the same prop-
erty to the same group to improve optimization efficien-
cy.

D. To improve the operation speed, message passing inter-
face (MPI) parallelism is adopted.
The rest of the article is arranged as follows: Section 2

presents related concepts. Our work is detailed in Section
3. The experiments and analysis are provided in Section 4.
Finally, we conclude this paper in Section 5.

2 RELATED CONCEPTS

2.1 WSN Sensing Model
According to the shape of the coverage region, the

sensing model can be classified as: omni-directional sensing
model and directional sensing model. Traditional sensor
nodes are generally omni-directional sensor nodes, the sens-
ing range of which is a spherical region.For directional
sensor nodes, the sensing range is limited with respect to
the horizontal sensing angle,as illustrated in Fig. 1, the
deterministic sensing angle is (θf − θu) and the angle range
of the fuzzy ring is 2θu.

If a point p can be detected by a sensor node s, the Line-
of-Sight (LOS) is satisfied with respect to s and p, and Fig.
2 is an instance of non-LOS (NLOS). Considering of LOS,
the sensing range [12] of directional sensor nodes can be
represented as Eq. 1.

2.2 Coverage Degree
The sensing probability of a certain point is influenced

by its distance from the sensor node. This paper adopts
multi-point coverage strategy and the Sugeno measure [33],

Sensor

θf

θu

Fuzzy Ring

Fig. 1. Directional sensing model.
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Fig. 2. An instance of NLOS.

Oq (s, p) =



0,
θ (s, p) > (θf + θu)
or ∆ (s, p) > (Sr + Ur)
or if NLOS

1−
∫ θ(s,p)−θf
−∞

1√
2πσ

e−
t2

2σ2 dt,
(θf − θu) < θ (s, p) < (θf + θu)
∆ (s, p) < (Sr − Ur)
and if LOS

e−α×dist
β

(
1−

∫ θ(s,p)−θf
−∞

1√
2πσ

e−
t2

2σ2 dt

)
,

(θf − θu) < θ (s, p) < (θf + θu)
(Sr − Ur) < ∆ (s, p) < (Sr + Ur)
and if LOS

e−α×dist
β

,
θ (s, p) < (θf − θu)
(Sr − Ur) < ∆ (s, p) < (Sr + Ur)
and if LOS

1,
θ (s, p) < (θf − θu)
∆ (s, p) < (Sr − Ur)
and if LOS

(1)

where θ (s, p) is the angle between the main sensing direction of sensor node s and the line connecting sensor node s and
point p.

[34] to describe the uncertain coverage of WSNs, which can
be detailed as follows:

Oq (p) = min

(
1,

1

λ

{
n∏
k=1

[1 + λ×Oq (sk, p)]− 1

})
(2)

where n denotes the number of sensor nodes and
λ (−1 ≤ λ < 0) is the fusion operator [35]. Let Oth denote
the coverage degree threshold. To evaluate the coverage
degree, define [35]:

Os (p) =

{
1, Oq (p) ≥ Oth
0, otherwise (3)

QoC =
1

P

P∑
j=1

Os (pj) (4)

where QoC denotes the quality of coverage of the target
region after each deployment and P is the number of points.

2.3 Lifetime Model

2.3.1 Energy Consumption Model
The radio energy consumption model we adopt is the

same as in [15]. By setting the distance threshold dth and
adopting different energy consumption patterns, the specific
equation for transmission is in the following:

ET (l, d) =

{
lEelec + lεfsd

2, d < dth
lEelec + lεmpd

4, d ≥ dth
(5)

where l is the message quantity with the unit of bit,Eelec de-
notes the energy consumption parameter, and εfs and εmp
are parameters in the free-space and multi-path channels,
respectively. The energy consumption for receiving l bit
messages, can be calculated as follows:

ER (l) = lEelec (6)

2.3.2 Lifetime Model of CHs
The energy consumption model of sensor nodes Esensor

is composed of two parts: sensing energy consumption
Esense, and communication energy consumption Ecom for
transmitting data to CHs, which can be formulated as:

Esensor = Esense + Ecom (7)

The energy consumption Eclu (gi) within the cluster of
CH gi contains three majors consumptions: the Erec, Eagg
and Esend represent the energy consumption of receiving,
aggregating and sending one bit data, respectively :

1) The energy consumption of receiving l0-bit data from
ri sensor nodes in the current cluster will be ril0Erec.
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2) The energy consumption of aggregating the l0-bit data
of all ri sensor nodes in the cluster reaches ril0Eagg .

3) The energy consumption of transmitting l0-bit data
with the distance di will be:

l0Esend =

{
l0Esend + l0εfsd

2
i , di < dth

l0Esend + l0εmpd
4
i , di ≥ dth

(8)

A compression ratio rcmp is set to represent the degree
of data aggregation. The energy consumed for transmit-
ting data received from ri sensor nodes to the next hop
will be rircmpl0Esend.

Therefore, the energy consumption Eclu (gi) of CH gi in
its own cluster can be represented as:

Eclu(gi) = ril0 (Erec + Eagg + rcmpEsend) (9)

For a relay node gi, the energy consumption
Egateway (gi) for relaying data of other CHs mainly includes
two aspects:

1) Energy consumption for receiving data of si sensor
nodes from the previous hop will be sircmpl0Erec.

2) Energy consumption for relaying data of si sensor
nodes will be sircmpl0Esend.

Therefore, the energy consumption Egateway of relay
node gi for relaying data for other CHs can be represented
as:

Egateway (gi) = sircmpl0 (Erec + Esend) (10)

Finally, the energy consumption E (gi) of relay node gi
can be denoted as:

E (gi) = Eclu (gi) + Egateway (gi)
= ril0 (Erec + Eagg + rcmpEsend) +

sircmpl0 (Erec + Esend)
= (ri + sircmp) l0Erec+

ril0Eagg+
(ri + si) rcmpl0Esend

(11)

The WSN lifetime adopts the pattern of N -of-N , that is,
the lifetime of the whole WSN vanishes when the first CH
exhausts its energy.

Assuming that residual energy of CH gi is Eresidual (gi),
its lifetime L (i) can be represented as:

L (i) =
Eresidual (gi)

E (gi)
(12)

2.4 Network Connectivity
WSNs accomplish the monitoring task mainly through

gathering and transferring information and data. All nodes
cooperate with each other to guarantee the normal oper-
ation of the WSNs. Therefore, the network connectivity is
an important guarantee of the network functionality. Each
sensor node selects one CH to join its cluster and transmits
the gathered information to its CH. Then, the CHs aggregate
the data transferred from sensor nodes in the clusters and
relay them to the next hops. We considered the connectivity
of CHs and sensor nodes, respectively.

For the CHs, we can guarantee each two CHs perform
communication directly or indirectly via other CHs, that is,
the number of CHs in the maximal connected set of the
whole network is supposed to be the CH number in the
network. The uniformity of the numbers of CHs that all CHs
can communicate with should be optimized. The standard
deviation can be utilized to measure the uniformity [36]:

fUniOfCH =
1

1 + fstdCH
(13)

fstdCH =

√∑MCH

i=1 (ci −ACH)
2

MCH
(14)

ACH =

∑MCH

i=1 ci
MCH

(15)

where fUniOfCH is the measure of Connectivity Uniformity
of CH; fstdCH denotes the standard deviation; MCH is the
number of CHs in the largest connected subcomponent, ci is
the number of CHs for the CH i can communicate with, and
ACH is the average value of the number of CHs that each
CH can communicate with in the set. If the size of the largest
connected set is less than the total number of CHs NCH , a
penalty will be assigned which is expressed as follows:

penalty (NCH ,MCH) (16)

where p denotes the penalty factor, which is assigned a great
value (e.g. 1e6).

For the sensor nodes, to measure the connectivity uni-
formity of sensor nodes, we can guarantee the uniformity of
the distances of all sensor nodes to their corresponding CHs
as far as possible, which can be achieved through utilizing
the standard deviation. The specific formula of is as follows:

fUniOfDS =
1

1 + fstdDS
(17)

fstdDS =

√∑NDS
i=1 (di −ADS)

2

NDS
(18)

ADS =

∑NDS
i=1 di
NDS

(19)

where fUniOfDS is the measure of Connectivity Uniformity of
sensor nodes; NDS is the number of sensor nodes, di is the
distance of sensor node i to its corresponding CH, ADS is
the average distance of sensor nodes to the CHs.

2.5 Network Reliability
The number of nodes is limited and WSNs are usually

applied in sever and complicated environments. When one
sensor node corrupts or depletes its energy, coverage holes
may occur and a part of the area cannot be sensed; when this
happens to a CH, the information gathered by sensor nodes
in this cluster and the data transferred from the previous
hop would be unsuccessful. More seriously, when this CH
is located in the crucial position, the normal operation of
the whole network will be influenced. Therefore, the net-
work reliability is an important guarantee of the network
functionality. The reliability issue has become a research hot
spot of WSNs.
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To alleviate this situation, through employing the
method of multi-hop communication, each CH and each
sensor node are associated to several CHs. So if the selected
CH of the current node corrupts or depletes the energy,
another CH can be chosen for information forwarding, thus
the whole network can still work normally.

To guarantee the network reliability, we prescribe an
average number of CHs that all sensor nodes and CHs can
communicate with, shown as follows:

fRel =

∑NDS
i=1 ci +

∑NCH
j=1 cj

(NDS +NCH)
2 (20)

where ci and cj is the number of CHs of sensor node i and
CH j can communicate with, respectively.

Moreover, we set a limit of the minimum number of CHs
each node should communicate with, as is shown in Eq. 21:

{
NCH
DS ≥ 2

NCH
CH ≥ 2

(21)

whereNCH
DS andNCH

CH denote the number of associated CHs
of each sensor node and each CH, respectively.

2.6 Objective Function

We have considered the quality of coverage, lifetime, the
connectivity uniformity of sensor nodes, the connectivity
uniformity of CHs, and the reliability of the WSN, and
these five aspects have different importance degrees, we
fuse these five aspects by setting different weight value and
obtain the final objective function, as follows:

cost = st1 ×QoC+
st2 × Lmin+
st3 × fUniOfCH+
st4 × fUniOfDS+
st5 × fRel

(22)

s.t.


penalty (NCH ,MCH)

NCH
S ≥ 2

NCH
CH ≥ 2

where st1, st2, st3, st4 and st5 are the weight factors, and
Lmin denotes the lifetime of the first CH that exhausts its
energy.

3 OUR WORKS

3.1 Directional Sensing Model

In the 3D directional sensing model [12] mentioned
in subsection 2.1, although the horizontal angle constraint
is considered, the vertical one should also be taken into
account. On the basis of the sensing model presented in
[12], we add a vertical angle constraint and put forward
a modified 3D directional sensing model.

As to the sensing probability with respect to the distance
constraint, we use the same calculation method as in [37],
which is detailed in Eq. 23. For the horizontal and vertical
angle constraints, we adopt the same probability computa-
tion method, as shown in Eq. 25:

Sensor

Fuzzy Ring

θu

θf

φf

φu

Fig. 3. Modified directional sensing model.

Oq (s, p) =


1,

∆ (s, p) < (Sr − Ur)
and if LOS

e−α×dist
β

,
(Sr − Ur) ≤ ∆ (s, p) < (Sr + Ur)
and if LOS

0,
∆ (s, p) > (Sr + Ur)
or if NLOS

(23)
dist = ∆ (s, p) − (Sr − Ur) (24)

Oq (s, p) =


0,

γ >
(
γf + γu

)
or NLOS

1 −
∫ γ−γf
−∞

1√
2πσ

e
−t2
2σ2 dt,

(
γf − γu

)
< γ <

(
γf + γu

)
and LOS

1,
γ <

(
γf − γu

)
and LOS

(25)

where γ can be the horizontal angle θ or the vertical
angle φ, γf and γu are the sensing angles, the radius of
the deterministic sensing angle range is (γf − γu), and the
radius of the fuzzy ring is 2γu, that is to say, the fuzzy ring
region is within the angle range of (γf − γu) and (γf + γu).
By comprehensively considering the horizontal and vertical
angle constraints, we can obtain the modified directional
sensing model, as illustrated in Fig. 3.

The specific sensing probability formula is in Eq. 26.

3.2 Routing Algorithm

In the considered WSN, we deploy sensor nodes and
relay nodes simultaneously. Each time their positions are
determined, we apply the routing algorithm to identify the
CH each sensor node belongs to and the routing informa-
tion of CHs to the BS. After the information collection of
all sensor nodes, the data are transmitted to their CHs.
After the CHs receive the data, the residual information is
discarded through compression, and the aggregated data
will be transmitted to the next hop or BS according to the
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Oq (s, p) =



1,

∆ (s, p) < (Sr − Ur)
θ (s, p) < (θf − θu)
φ (s, p) < (φf − φu)
and LOS

e−α×dist
β

,

(Sr − Ur) < ∆ (s, p) < (Sr + Ur)
θ (s, p) < (θf − θu)
φ (s, p) < (φf − φu)
and LOS

1 −
∫ θ(s,p)−θf
−∞

1√
2πσ

e
− t2

2σ2 dt,

∆ (s, p) < (Sr − Ur)
(θf − θu) < θ (s, p) < (θf + θu)
φ (s, p) < (φf − φu)
and LOS

1 −
∫ φ(s,p)−φf
−∞

1√
2πσ

e
− t2

2σ2 dt,

∆ (s, p) < (Sr − Ur)
θ (s, p) < (θf − θu)
(φf − φu) < φ (s, p) < (φf + φu)
and LOS

e−α×dist
β

(
1 −

∫ θ(s,p)−θf
−∞

1√
2πσ

e
− t2

2σ2 dt

)
,

(Sr − Ur) < ∆ (s, p) < (Sr + Ur)
(θf − θu) < θ (s, p) < (θf + θu)
φ (s, p) < (φf − φu)
and LOS

e−α×dist
β

(
1 −

∫ φ(s,p)−φf
−∞

1√
2πσ

e
− t2

2σ2 dt

)
,

(Sr − Ur) < ∆ (s, p) < (Sr + Ur)
θ (s, p) < (θf − θu)
(φf − φu) < φ (s, p) < (φf + φu)
and LOS(

1 −
∫ θ(s,p)−θf
−∞

1√
2πσ

e
− t2

2σ2 dt

)(
1 −

∫ φ(s,p)−φf
−∞

1√
2πσ

e
− t2

2σ2 dt

)
,

∆ (s, p) < (Sr − Ur)
(θf − θu) < θ (s, p) < (θf + θu)
(φf − φu) < φ (s, p) < (φf + φu)
and LOS

e−α×dist
β

(
1 −

∫ θ(s,p)−θf
−∞

1√
2πσ

e
− t2

2σ2 dt

)(
1 −

∫ φ(s,p)−φf
−∞

1√
2πσ

e
− t2

2σ2 dt

)
,

(Sr − Ur) < ∆ (s, p) < (Sr + Ur)
(θf − θu) < θ (s, p) < (θf + θu)
(φf − φu) < φ (s, p) < (φf + φu)
and LOS

0, otherwise
(26)

where Sr and Ur denote two distance ranges of sensor nodes, respectively, here, the radius of the deterministic sensing
distance is (Sr − Ur), and the radius of the fuzzy ring is 2Ur , that is, it locates in the ring between (Sr − Ur) and (Sr + Ur);
θf and θu are two horizontal angle ranges, here, the radius of the horizontal deterministic sensing angle is (θf − θu), and
the radius of the fuzzy ring is 2θu, that is, the horizontal fuzzy ring region is between the angle ranges of (θf − θu) and
(θf + θu); φf and φu are two vertical angle ranges, here, the radius of the deterministic sensing angle is (φf − φu), and the
radius of the fuzzy ring is 2φu, that is, the angle range between (φf − φu) and (φf + φu) is the vertical fuzzy ring region.

routing algorithm. The specific routing algorithm is detailed
in Algorithm 1.

First, we cluster all sensor nodes by allocating each
sensor node to its nearest CH, which can reduce the energy
consumption of data transmission. Then the routing path
will be determined. Specifically, for each CH, its distances to
the BS and other CHs are calculated, and the CHs are sorted
in descending order according to their distances to the BS.
This sorting is important, because we check each CH from
far to near, which is convenient for calculating the relayed
data for each relay node. Each CH chooses the closest CH
as its next hop from those that are nearer to the BS, thus
preventing choosing the nearest one which is located farther
from the BS and increasing the length of the relaying path.

3.3 Modified Differential Evolution Algorithm
We propose a modified DE algorithm [30] with CR-

sort [31] and polynomial-based mutation by combining a
novel CC strategy, denoted as CCDEXSPM. The work of [32]
utilized the dynamic grouping method [38] into separate
variables to several groups constantly and randomly. They

used the optimizer of particle swarm optimization (PSO)
[39], and a context vector (i.e., the global best solution)
was maintained. Variables in the allocated group updated
their values according to the velocity updating formula of
PSO; while the remaining variables came from the personal
bests or the global best according to several predefined
thresholds, but the velocity updating formula was not used.
Meanwhile, they utilized another PSO operator to update
the context vector.

We combine this CC scheme with our DE strategy. Ac-
cording to the characteristics of the deployment problem, we
adopt fixed grouping [29] to divide variables into several
groups of unequal dimensions by separating variables of
the same property into the same group, and each group
is optimized in turn. Variables in the current optimization
group are mutated, while other variables are the crossover
result of the personal best and the global best.

The selection mechanism we utilized is to uniformly
choose individuals from the current population for par-
ents, ensuring a wider search direction, and avoiding being
trapped into local optima and resulting in premature con-
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Algorithm 1: Routing

Input: Coordinates of all sensor nodes and CHs;
number of sensor nodes NDS , number of CHs

NCH .
Output: Routing scheme.
Initialization;
for i = 0 to NDS − 1 do

for j = 0 to NCH − 1 do
Calculate the distance of i-th sensor node and
j-th CH;

end
Choose the closest CH as its own CH;

end
for j = 1 to NCH − 1 do

Calculate the distance of j-th CH and BS;
Calculate the distances of j-th CH and other CHs;

end
Sort the distances of all CHs with BS in descending
order;
for j = 1 to NCH − 1 do

For each CH, from those CHs that are closer to the
BS, choose the closest CH as its next hop, while for
the CH closest to the BS, choose the BS;

end

vergence. This mutation is detailed in Eq. 27:

vgi,j = xgr1,j + Fi ×
(
xgr2,j − x

g
r3,j

)
s.t. j ∈ Smvar

(27)

where xgr1, xgr2 and xgr3 are randomly and uniformly selected
from the g-th generation of population, here 1 ≤ g ≤ gmax
and gmax is the maximum generation quantity, j is the
variable. Smvar is the set of variables to be optimized in
subpopulation m, here 1 ≤ m ≤ M and M is the number
of subpopulations. The scale factor Fi of each individual
follows the updating scheme in JADE [40], which satisfies
Cauchy distribution within the range of [0, 1] with the
position value of µF and the scale parameter of 0.1, as
follows in Eq. 28.

Fi = CauchyRandom (µF , 0.1) (28)

where µF has an initial value of 0.5. Let SF denote the set
of all F values of individuals that are successfully mutated,
then we can update µF as in Eq. 29:

µF = (1− c)× µF + c×meanL (SF ) (29)

where meanL (•) represents the Lehmer mean, as in Eq. 30:

meanL (SF ) =

∑
F∈SF F

2∑
F∈SF F

(30)

After the mutation of variables in the current group, we
integrate the remaining variables. The remaining variables
do not come directly from the global best, instead, each
individual stores its personal best. Therefore, we randomly
select variables from the global best and the personal best,

that is, we conduct crossover between the global best and
the personal best, as in Eq. 31:

vgi,j =

{
xgi,j , r > CRi
Bestj , r ≤ CRi
s.t. j /∈ Smvar

(31)

r = rand() (32)

The crossover rate is determined by CR. For the
crossover factor CR, we adopt the updating strategy of
CR-sort in [31]. The generation of CR satisfies Gaussian
distribution, and after the initial population randomly gen-
erated, the fitness of individuals are calculated and ranked
in order of best to worst, and the values of CR are sorted
in increasing order. Then the better individual would be
assigned the smaller value of CR, which helps maintain the
better personal best.

To avoid the population from premature convergence,
after one mutation of variables in the current group and
the generation of the remaining variables from crossover,
we add a polynomial-based mutation operator, executing
a second-time mutation to the generated individual to
improve the diversity of the population. Henceforth, one
individual accomplishes its evolution process. As to the
polynomial-based mutation operator, we will make detailed
introduction in Subsection 3.4.

When each individual in each subpopulation finishes
one evolution process, we consider the whole population
completes one evolution. The whole population continuous-
ly repeats this evolutionary cycle until the termination con-
dition is satisfied. The whole evolution process is detailed
in Algorithm 2.

3.4 Polynomial-based Mutation
To increase the diversity of the population, avoid pre-

mature convergence and being trapped in local optima,
after we have conducted mutation and crossover of each
individual, a polynomial-based mutation operator is uti-
lized to perturb variables selected by a certain probability
to conduct a second-time mutation. The polynomial-based
mutation perturbs the original value by exerting a small
change, improving the diversity of the population [41]. This
change value vpermi,j can be represented as:

vpermi,j = σi,j ×Bj (34)

where i denotes individual i, j represents variable j, and
Bj represents the baseline value, which is generally set as
(ubj , lbj), here ubj and lbj are the upper and lower bound-
aries of variable j, respectively, and σi,j is the variation ratio,
which can be calculated as follows:

σi,j =


[
2u+ (1− 2u)× σn+1

i,j,1

] 1
n+1 − 1, if u ≤ 0.5

1−
[
2 (1− u) + (2u− 1)× σn+1

i,j,2

] 1
n+1

, otherwise
(35)

where u is a random number obeying uniform distribution,
n denotes the mutation distribution index, and σi,j,1 and
σi,j,2 are computed respectively as follows:
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Algorithm 2: CCDEXSPM
Output: The final best vector: Best.
Initialize();
do

for all individuals in each subpopulation do
(1) Variables allocated to current subpopulation — mutation according to Eq. 27;
(2) Remaining variables in current subpopulation — crossover according to Eq. 31;
(3) Generated individual — polynomial-based mutation;
(4) Selection:

xg+1
i =

{
vgi , vgi .cost > xgi .cost
xgi , otherwise (33)

where xgi and xg+1
i are the personal bests of the g-th and (g + 1)-th generations, respectively;

(5) Update Fi and CRi;
(6) Update the vector: Best;

end
while The termination condition is not met;

σi,j,1 =
xi,j − lbj
ubj − lbj

(36)

σi,j,2 =
ubj − xi,j
ubj − lbj

(37)

where xi,j is the original value before mutation.
Finally, we can obtain the mutated value x′i,j :

x′i,j = xi,j + vpermi,j (38)

3.5 Parallelism Implementation

To improve the operation speed of the algorithm , we
put forward a MPI-based distributed parallel algorithm.
In designing the parallel strategy, we observed that the
computation of QoC occupied a large proportion of the
overall operation time, which includes multiple loops and
the time complexity is O (LEN ×WID ×DS), here LEN
andWID represent the length and width of the terrain data,
respectively. Thus, compared to the communication cost
among processes, the computation cost of QoC is tremen-
dous. Especially, when the terrain area expands and the
number of sensor nodes increases (that is, the dimensional-
ity of the feasible solution is enlarged), the corresponding
time consumption will also increase rapidly. Considering
these factors, we chiefly divide the computation process
into multiple blocks and address them in parallel; then, the
information transmission is completed through communi-
cation among processes. Specifically, it is to divide the data
for computation according to the number of processes. The
more the processes, the less the data to be processed in each
block. The specific process is in Algorithm 3.

4 EXPERIMENTAL RESULTS AND ANALYSIS

To assess the performance of the novel algorithm, we
import real digital elevation model (DEM) raw data1. Then,

1. Geospatial Data Cloud, Computer Network Information Center,
Chinese Academy of Sciences. (http://www.gscloud.cn).

Algorithm 3: Parallelism Implementation

MPI Init(&argc, &argv);
MPI Comm rank(MPI COMM WORLD,&rank);
MPI Comm size(MPI COMM WORLD,&size);
block size = len/size;
begin row = rank × block size;
end row = (rank + 1)× block size;
MPI Bcast();
for a := begin row → end row do

for b := 0→ wid do
Compute local qoc;

end
end
MPI Gather local qoc;
MPI Finalize();
return cover();

we crop the DEM data to obtain three terrain data: moun-
tainous, hilly and plain terrain data. Through resampling
and pretreatment, we obtain three different type of terrain
data with a size of 160m × 160m and the resolution of
5m. We will use these three types of 3D terrain data for
experimentation. The plain, hilly, and mountainous terrain
region that we extracted are illustrated in Fig. 4a, Fig. 4b,
and Fig. 4c, respectively.

We implement MPI parallelism on the platform of
Tianhe-2 supercomputer and conduct experiments on three
terrains: plain, hilly and mountainous terrains. We compare
the modified algorithm, CCDEXSPM, with MS-DE [42],
jDE [43], GPSO [44], and CLPSO [45]. For the deployment
problem, each algorithm repeats the operation 20 times.
The parameter settings are listed in Table 1. We conduct
experiments on the plain, hilly and mountainous terrains,
and the results corresponding to nonparametric tests are
shown in the following.

For the test results of the plain terrain, as shown in
Table 9, our algorithm CCDEXSPM possesses superiority
throughout the entire evolutionary process, and the mean
fitness values have remained ahead, which gradually reach-
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(a) Plain Terrain (b) Hilly Terrain (c) Mountainous Terrain

Fig. 4. Three types of extracted terrains.

TABLE 1
Parameter Settings

Symbol Quantity Value

NDS Number of sensor nodes in plain 60

Number of sensor nodes in hill 75

Number of sensor nodes in mountain 90

NCH Number of CHs in plain 15

Number of CHs in hill 20

Number of CHs in mountain 25

NP Population size of DE 100

Population size of PSO 30

nmaxFE Maximum number of function evaluations 2.00E + 06

Sr Predefined detection range 10 pixels [12]
Ur Uncertain detection range 2 pixels [12]
θf Predefined detection angle in horizontal direction π/4 [12]
Φf Predefined detection angle in vertical direction 3pi/16

θu Uncertain detection angle 0 ∼ π/36 [12]
α Enviromental parameters 1

β Enviromental parameters 0.5

λ Fusion operator −0.5 [33]
Oth Sensing threshold 0.9 [33]
Erec Unit energy consumption for receiving data 5.00E − 08

Eagg Unit energy consumption for aggregating information 5.00E − 09

εfs Parameter for the free-space channel 1.00E − 11

εmp Parameter for the multi-path channel 1.30E − 15

rcmp Data aggregation ratio 0.9

e Initial energy of CHs 10

dth Channel selection threshold 87

l0 Unit information size (bit) 200

es 8.57E− 01 gradually, far higher than the other four algo-
rithms,and the maximum fitness value reaches 8.79E − 01.
Similarly, from Fig. 5, we can observe that in the initial stage
of evolution, GPSO has encountered premature convergence
and is trapped in local optima, while CLPSO, jDE and MS-
DE have poor convergence ability, although they have not
converged so early, their exploration abilities are inferior to
that of our algorithm, as their improvement of the fitness
values are slow. In contrast, CCDEXSPM not only has con-
verged early in the initial stage of evolution but also has
a strong global search capability and updates the fitness
value toward the global best solution. In the late stage of
evolution, it performs the local search around the global
best, and it finally achieves optimization results that are
much better than those of the other four algorithms. For
the Friedman test in Table 2, the rank of CCDEXSPM is
ahead of the other four algorithms. Moreover, from results
of the Wilcoxon test in Table 3, we find that all results

achieved by CCDEXSPM are better than those of the other
four algorithms (Exact P − value is equal to 1.91E − 06
compares to CLPSO, GPSO, jDE, and 2.67E−05 to MS-DE).
In brief, the optimization performance of our algorithm is
significantly better than that of GPSO, CLPSO, jDE and MS-
DE.

Regarding the test results of the hilly terrain, as shown
in Table 10 and Fig. 6, GPSO, CLPSO and jDE have sim-
ilar performance compared to plain terrain, while MS-DE
exhibits better performance, especially in the late stage of
evolution. However, these four algorithms still show weak
exploration ability (MS-DE performs better search ability) ;
in contrast, our algorithm CCDEXSPM still exhibits strong
exploration ability compared to the other four algorithms.
For the Friedman test in Table 4, the rank of CCDEXSPM
is still ahead of the other four algorithms, and the rank of
GPSO is still the last one. From results of the Wilcoxon test in
Table 5, we find that all results achieved by CCDEXSPM are
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Fig. 5. Test results on plain terrain.

TABLE 2
Friedman Test Results (Plain)

Algorithm Ranking

CLPSO 3.1
GPSO 5

MS-DE 2.1
jDE 3.7

CCDEXSPM 1.1

TABLE 3
Wilcoxon Test Results (Plain)

VS R+ R- Exact P-value Asymptotic P -value

CLPSO 210 0 1.91E-06 0.000082
GPSO 210 0 1.91E-06 0.000082
MS-DE 204 0 2.67E-05 0.000204

jDE 210 0 1.91E-06 0.000082

still better than those of the other four algorithms (Exact
P − value is equal to 1.91E − 06). These indicate the
effectiveness of CCDEXSPM in hilly terrain.

For the mountainous terrain, as shown in Table 11 that
these five algorithms show similar performance to that
corresponding to plain terrain. The overall fitness values
have decreased to some extent (the mean fitness reach-
es 8.57E-01 in plain terrain, while it is only 7.86E-01 in
mountainous terrain). This result is mainly because that
the undulating terrain obstruct the LOS, and the coverage,
lifetime, connectivity of nodes will be affected to varying
degrees. However, CCDEXSPM has still achieved evident
superiority. The Friedman test in Table 6 shows that the rank
of CCDEXSPM is still ahead of the other four algorithms,
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Fig. 6. Test results on hilly terrain.

TABLE 4
Friedman Test Results (Hill)

Algorithm Ranking

CLPSO 3.85
GPSO 5

MS-DE 2.1
jDE 3.05

CCDEXSPM 1

TABLE 5
Wilcoxon Test Results (Hill)

VS R+ R- Exact P-value Asymptotic P -value

CLPSO 210 0 1.91E-06 0.000082
GPSO 210 0 1.91E-06 0.000082

MS-DE 210 0 1.91E-06 0.000082
jDE 210 0 1.91E-06 0.000082

and the results of Wilcoxon test in Table 7 also indicate the
excellent optimization performance of our algorithm.

The experimental results prove that our algorithm ex-
hibits better performance that the other four algorithms in
three different terrains. The different terrains would affect
the fitness values, and the obtained fitness values on the
mountainous terrain are inferior to those on the plain ter-
rain. However, our algorithm exhibits stable search ability
in different terrain and obtains satisfactory results in fitness.
To verify the effect of MPI parallelism on reducing the com-
putational time, for the deployment problem on the plain
terrain, we conduct experiments by utilizing CCDEXSPM in
the cases of 1, 2, 4, 8 and 16 processes. The experimental
results are listed in Table 8 and Fig. 8.
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Fig. 7. Test results on mountainous terrain.

TABLE 6
Friedman Test Results (Mountain)

Algorithm Ranking

CLPSO 3.7
GPSO 5

MS-DE 2.2
jDE 3.1

CCDEXSPM 1

As shown, as the number of processes increases, the
overall operation time significantly decreases. When the
number of processes is 16, the speedup ratio reaches approx-
imately 12; however, with a greater number of processes, the
use efficiency of each process is lower. When the number of
processes is 16, the use efficiency of each process is reduced
from approximately 0.97 for 2 processes to approximately
0.74. Therefore, if the number of processes further increases,
computational resources will not be effectively explored due
to the increased communication cost among MPI processes
and the low use efficiency of each process. When the number
of processes is 16, the operation time is effectively reduced,
obtaining satisfactory results in operation time.

5 CONCLUSION

In this paper, we have primarily studied the deployment
problem of DWSNs, we consider the coverage, lifetime,
connectivity of sensor nodes, connectivity of CHs, and
reliability in the deployment. We propose a modified DE
algorithm with CR-sort and polynomial-based mutation by
combining the CC framework, namely CCDEXSPM. We ap-
ply this algorithm to the deployment optimization problem

TABLE 7
Wilcoxon Test Results (Mountain)

VS R+ R- Exact P-value Asymptotic P -value

CLPSO 210 0 1.91E-06 0.000082
GPSO 210 0 1.91E-06 0.000082

MS-DE 210 0 1.91E-06 0.000082
jDE 210 0 1.91E-06 0.000082

TABLE 8
Operation Times

Process quantity Average operation time (s) Speedup ratio Efficiency

1 21772.10823 1 1
2 11163.08569 1.950366 0.975183
4 6022.174545 3.615323 0.903831
8 3406.991099 6.390421 0.798803
16 1845.148276 11.799652 0.737478
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Fig. 8. Operation times.

of DWSNs, and compare it with GPSO, CLPSO, jDE and MS-
DE. The experimental results show that the the performance
of our modified DE algorithm is significantly better than
that of these four algorithms. Additionally, we utilize MPI
parallelism, effectively reducing the operation time.

For future research, there is still considerable work needs
to be performed. We utilize weighted sum to combine the
coverage rate, lifetime, connectivity of sensor nodes, connec-
tivity of CHs, and reliability to a single objective function,
while further research can be conducted by exploring multi-
objective optimization.
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TABLE 9
Algorithm Comparison Results (Plain)

FEs CLPSO GPSO jDE MSDE CCDEXSPM

5.00E+05

MEAN 6.34E-01 5.12E-01 6.94E-01 6.10E-01 8.53E-01

MAX 6.52E-01 5.51E-01 7.14E-01 6.91E-01 8.74E-01

MIN 6.18E-01 4.66E-01 6.77E-01 5.80E-01 8.42E-01

MEDIAN 6.35E-01 5.12E-01 6.93E-01 5.94E-01 8.51E-01

STD 8.77E-03 2.22E-02 9.39E-03 3.34E-02 8.25E-03

1.00E+06

MEAN 7.06E-01 5.12E-01 7.27E-01 6.86E-01 8.54E-01

MAX 7.34E-01 5.51E-01 7.41E-01 7.66E-01 8.45E-01

MIN 6.94E-01 4.66E-01 7.16E-01 5.94E-01 8.68E-01

MEDIAN 7.03E-01 5.12E-01 7.26E-01 6.75E-01 8.54E-01

STD 1.06E-02 2.24E-02 7.99E-03 4.57E-02 8.22E-03

1.50E+06

MEAN 7.47E-01 5.12E-01 7.49E-01 7.59E-01 8.56E-01

MAX 7.62E-01 5.51E-01 7.65E-01 8.34E-01 8.78E-01

MIN 7.39E-01 4.66E-01 7.37E-01 6.56E-01 8.45E-01

MEDIAN 7.47E-01 5.12E-01 7.48E-01 7.62E-01 8.55E-01

STD 5.87E-03 2.24E-02 8.94E-03 4.66E-02 8.18E-03

2.00E+06

MEAN 7.69E-01 5.12E-01 7.61E-01 8.15E-01 8.57E-01

MAX 7.84E-01 5.51E-01 7.72E-01 8.56E-01 8.79E-01

MIN 7.55E-01 4.66E-01 7.50E-01 7.09E-01 8.45E-01

MEDIAN 7.68E-01 5.12E-01 7.60E-01 8.13E-01 8.56E-01

STD 8.41E-03 2.24E-02 6.04E-03 3.73E-02 8.29E-02

TABLE 10
Algorithm Comparison Results (Hill)

FEs CLPSO GPSO jDE MSDE CCDEXSPM

5.00E+05

MEAN 6.04E-01 5.10E-01 6.52E-01 5.58E-01 8.27E-01

MAX 6.18E-01 5.37E-01 6.67E-01 6.03E-01 8.41E-01

MIN 5.90E-01 4.62E-01 6.38E-01 5.39E-01 8.06E-01

MEDIAN 6.03E-01 5.09E-01 6.51E-01 5.52E-01 8.26E-01

STD 8.23E-03 1.73E-02 8.22E-03 1.75E-02 8.27E-03

1.00E+06

MEAN 6.49E-01 5.11E-01 6.79E-01 6.24E-01 8.30E-01

MAX 6.61E-01 5.46E-01 6.92E-01 7.49E-01 8.43E-01

MIN 6.40E-01 4.62E-01 6.73E-01 5.50E-01 8.10E-01

MEDIAN 6.48E-01 5.10E-01 6.78E-01 5.92E-01 8.31E-01

STD 5.61E-03 1.81E-02 5.44E-03 7.03E-02 7.71E-03

1.50E+06

MEAN 6.76E-01 5.12E-01 6.95E-01 7.14E-01 8.32E-01

MAX 6.86E-01 5.46E-01 7.09E-01 8.20E-01 8.44E-01

MIN 6.66E-01 4.62E-01 6.85E-01 5.82E-01 8.17E-01

MEDIAN 6.75E-01 5.10E-01 6.94E-01 7.15E-01 8.32E-01

STD 5.75E-03 1.87E-02 6.14E-03 8.60E-02 7.06E-03

2.00E+06

MEAN 6.93E-01 5.14E-01 7.07E-01 7.95E-01 8.33E-01

MAX 7.08E-01 5.46E-01 7.20E-01 8.28E-01 8.45E-01

MIN 6.81E-01 4.62E-01 6.97E-01 6.19E-01 8.18E-01

MEDIAN 6.94E-01 5.13E-01 7.07E-01 8.10E-01 8.34E-01

STD 6.25E-03 1.85E-02 5.74E-03 4.75E-02 7.10E-03
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TABLE 11
Algorithm Comparison Results (Mountain)

FEs CLPSO GPSO jDE MSDE CCDEXSPM

5.00E+05

MEAN 5.20E-01 4.29E-01 5.57E-01 4.27E-01 7.79E-01

MAX 5.35E-01 4.85E-01 5.71E-01 4.47E-01 8.18E-01

MIN 5.06E-01 3.85E-01 5.40E-01 4.14E-01 7.59E-01

MEDIAN 5.18E-01 4.28E-01 5.56E-01 4.26E-01 7.76E-01

STD 8.00E-03 2.51E-02 8.45E-03 7.78E-03 1.49E-02

1.00E+06

MEAN 5.65E-01 4.30E-01 5.87E-01 4.35E-01 7.83E-01

MAX 5.75E-01 4.85E-01 6.04E-01 4.55E-01 8.19E-01

MIN 5.50E-01 3.85E-01 5.73E-01 4.22E-01 7.64E-01

MEDIAN 5.67E-01 4.30E-01 5.85E-01 4.32E-01 7.80E-01

STD 6.96E-03 2.54E-02 8.33E-03 9.20E-03 1.43E-02

1.50E+06

MEAN 5.95E-01 4.30E-01 6.04E-01 4.44E-01 7.85E-01

MAX 6.09E-01 4.85E-01 6.19E-01 4.94E-01 8.21E-01

MIN 5.83E-01 3.85E-01 5.94E-01 4.22E-01 7.64E-01

MEDIAN 5.95E-01 4.30E-01 6.03E-01 4.39E-01 7.82E-01

STD 7.46E-03 2.60E-02 7.38E-03 1.90E-02 1.46E-02

2.00E+06

MEAN 6.12E-01 4.33E-01 6.16E-01 4.73E-01 7.86E-01

MAX 6.25E-01 4.85E-01 6.26E-01 6.85E-01 8.23E-01

MIN 6.00E-01 3.85E-01 6.03E-01 4.29E-01 7.64E-01

MEDIAN 6.13E-01 4.30E-01 6.18E-01 4.44E-01 7.82E-01

STD 8.13E-03 2.48E-02 6.70E-03 7.13E-02 1.45E-02
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