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Earning Maximization with Quality of Charging
Service Guarantee for IoT Devices
Wen Fang, Qingqing Zhang, Mingqing Liu, Qingwen Liu∗, and Pengfei Xia

Abstract—Resonant Beam Charging (RBC) is a promising
Wireless Power Transfer (WPT) technology to provide long-
range, high-power, mobile and safe wireless power for the
Internet of Things (IoT) devices. The Point-to-Multipoint (PtMP)
RBC system can charge multiple receivers simultaneously similar
to WiFi communications. To guarantee the Quality of Charging
Service (QoCS) for each receiver and maximize the overall
earning in the PtMP RBC service, we specify the Charging
Pricing Strategy (CPS) and develop the High Priority Charge
(HPC) scheduling algorithm to control the charging order and
power allocation. Each receiver is assigned a priority, which
is updated dynamically based on its State of Charging (SOC)
and specified charging power. The receivers with high priorities
are scheduled to be charged in each time slot. We present
the pseudo code of the HPC algorithm based on quantifying
the receiver’s SOC, discharging energy and various relevant
parameters. Relying on simulation analysis, we demonstrate that
the HPC algorithm can achieve better QoCS and earning than
the Round-Robin Charge (RRC) scheduling algorithm. Based
on the performance evaluation, we illustrate that the methods
to improve the PtMP RBC service are: 1) limiting the receiver
number within a reasonable range and 2) prolonging the charging
duration as long as possible. In summary, the HPC scheduling
algorithm provides a practical strategy to maximize the earning
of the PtMP RBC service with each receiver’s QoCS guarantee.

Index Terms—Wireless charging, quality of charging service,
charging pricing strategy, scheduling algorithm

I. INTRODUCTION

Benefits from the advance of the Internet of Things
(IoT), the interconnection of everything in the world can be
realized [1]. Meanwhile, Qihui Wu and Guoru Ding have
developed a new paradigm in [2], named Cognitive Internet
of Things (CIoT), to empower the current IoT with a brain
for highlevel intelligence. Thus, an increasing number of
objects surrounding us will be connected to the Internet in one
form or another, and the intelligent management and unified
deployment of objects will be achieved conveniently [3].

However, the weak battery endurance is a common exist-
ing problem for IoT devices. Meanwhile, the high performance
computing and communicating lead high requirements for
the battery endurance [4]. Therefore, improving the battery
endurance of the devices is vital to IoT development. As an
efficient way to prolong the battery run time, the wireless
charging (i.e. Wireless Power Transfer, WPT) is developing
rapidly recently [5, 6].
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Fig. 1 RBC Application Scenario

The traditional wireless charging technologies, including
inductive coupling, magnetic resonance coupling, radio fre-
quency, etc., can charge IoT devices conveniently as invested
in [7, 8]. However, they still face safety, high-power and
mobility challenges. To support the high-power, long-distance,
safe and mobile charging for IoT devices, Resonant Beam
Charging (RBC), as known as Distributed Laser Charging
(DLC), is presented in [9].

Compared with traditional wireless charging technolo-
gies, RBC appears to be more suitable for charging mobile
IoT devices [10]. On the one hand, the resonant beam can
be generated as long as the transmitter and the receiver are
in the Line of Sight (LOS) of each other, and the beam will
be cut off when an obstacle enters the LOS. Thus, the mobile
and safe wireless charging can be realized in the RBC system.
On the other hand, multiple resonant beams can be generated
simultaneously, that is, multiple receivers can be charged at
the same time. In Fig. 1, multiple types of receivers embedded
with the RBC receiver, e.g. mobile phone, TV, laptop and so
on, are charged by a RBC transmitter simultaneously, their
State of Charging (SOC, i.e. the battery remaining capacity
percentage) and using statuses are different.

Similar to the Policy Control and Charging (PCC) for
guaranteeing the value of network resource in wireless com-
munication system, the Charging Pricing Strategy (CPS)
should be formulated to ensure the value of charging resource
in the RBC system [11, 12]. What’s more, in analogy to the
Quality of Service (QoS) for the web service, the Quality of
Charging Service (QoCS) should be introduced to quantify
the RBC service for each receiver [13, 14]. Since the status,
e.g. using status, SOC, specified charging strategy and so on,
of each receiver is various, the QoCS for each receiver must
be satisfied with different charging power and duration. In
addition, the receiver’s charging power and duration are also
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Fig. 2 RBC System Structure

key factors related to the earning. Therefore, guaranteeing each
receiver’s QoCS and maximizing earning are two crucial issues
for the RBC service. To solve these two issues, it is desired
to design a reasonable scheduling algorithm to schedule the
transmitting power for charging the receivers.

The contributions of this paper include: 1) To guarantee
the QoCS for each receiver and maximize the earning in
the Point-to-Multipoint RBC service, we propose the High
Priority Charge (HPC) scheduling algorithm to schedule the
transmitting power. 2) Based on the quantitative analysis of
the algorithm implementation, we obtain the closed-form of
the relationship between the State of Charging (SOC) and the
charging duration under different charging power, and the bat-
tery discharging power of each receiver is dynamic depending
on different using status. 3) We analyze the performance of
the HPC scheduling algorithm, and find that:

• Compared with the Round-Robin charge (RRC) schedul-
ing algorithm, the HPC algorithm can guarantee the better
QoCS for each receiver and achieve the higher earning.

• The methods to improve the performance of the HPC
scheduling algorithm include limiting the receiver number
within a reasonable range and extending the charging
time as long as possible.

In the rest of this paper, we will present the RBC system
architecture firstly. In section III, we will design the HPC
scheduling algorithm based on the CPS and the receiver
status (the SOC and the using status, etc.). In section IV, we
will present the algorithm implementation by quantifying the
charging-discharging stage and various relevant parameters,
and depicting the pseudo code. In section V, we will analyze
the performance of the HPC algorithm by simulation. Finally,
we will give the summarizing remarks and present the open
issues for future research.

II. RBC SYSTEM ARCHITECTURE

In this section, we will introduce the structure of the
Point-to-Point (PTP) RBC system firstly. Then, the key feature
of the RBC system, Point-to-Multipoint (PtMP) charging, will
be analyzed.

A. Point-to-Point RBC System

Multiple IoT devices can be charged simultaneously in
the RBC system while guaranteeing the high-power, long-
distance, mobile and safe charging [9]. A Point-to-Point (PTP)
RBC system consists of a RBC transmitter and a RBC receiver,
of which the structure is presented in Fig. 2 [15].

TABLE I RBC System Symbols
Symbol Parameter
Ps Supplied power
Pt Transmitting power (Transmitter beam power)
Pr Receiver beam power
Po Receiver available charging power (Output electrical power)

In Fig. 2, the RBC transmitter includes a power source,
a retro-reflector R1 with 100% reflectivity, a gain medium, a
power scheduler, a feedback monitor and a power manager. A
retro-reflector R2 with 95% reflectivity, a PV cell, a battery, a
power monitor and a feedback processor consist the receiver.
Based on the receiver’s charging status (e.g. SOC, charging
power, charging time and so on) obtained by the feedback
monitor, the power source provides the supplied power Ps for
the gain medium to pump resonant beam under the control of
the power manager. The resonant beam power Pt scheduled
by the scheduler is transmitted to the receiver. The resonant
beam power received by the receiver Pr can partially pass
through R2, and the beam behind R2 can be converted into
the output electrical power Po by the PV cell to charge battery.
The battery charging status is monitored by the power monitor,
which will then inform the feedback processor to transfer the
status information. The symbols of the PTP RBC system in
Fig. 2 are listed in Table I.

Since the RBC transmitter and receiver are separated in
space, the transmitter can be embedded in the ceiling lamp,
the router and so on to provide the transmitting power. The
receiving devices, like mobile phone, watch and sensor, can be
embedded with the RBC receiver, and charged simultaneously.

B. Point-to-Multipoint RBC System

The RBC system which includes a transmitter and mul-
tiple receivers can be called Point-to-Multipoint (PtMP) RBC
system, where the types of receivers are various, such as
mobile phone, laptop, TV, sensor. In addition, the receiver
statuses, e.g. the SOC, the specific charging power and the
using status, are different. Thus, when multiple charging con-
nections between the transmitter and receivers are established,
the charging respond time (i.e. the time from accessing to RBC
system to charging), the charging rate (i.e. the charging power)
and the charging duration of each receiver are diverse.

On the other hand, the QoCS for each receiver in the
PtMP RBC system is related to the receiver’s charging respond
time and the charging rate. The charging respond time is
related to the receiver charging order and the charging rate
is decided by the charging power. What’s more, the charging
power and the charging duration are the critical factors deter-
mining the overall earning. Thus, to ensure the efficiency of
charging multiple receivers simultaneously in the PtMP RBC
system, it is vital to control the receiver charging power, order
and duration efficiently. That is, maximizing the earning with
guaranteeing the QoCS for each receiver is crucial for the
charging process in the PtMP RBC service.

In the PtMP RBC system, to guarantee the receiver’s
QoCS and maximize the earning, an appropriate scheduling al-
gorithm must be proposed for controlling the receiver charging
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power, order, duration and so on. In the next section, we will
propose the High Priority Charge (HPC) scheduling algorithm
to solve the WPT scheduling problem for IoT devices.

III. HPC ALGORITHM DESIGN

In this section, we will specify the regulations of formu-
lating the Charging Pricing Strategy (CPS), the factors related
to the Quality of Charging Service (QoCS) and the earning.
On this basis, the High Priority Charge (HPC) scheduling
algorithm will be proposed, and its execution flow will be
presented.

A. Charging Pricing Strategy

Analogous to Policy Control and Charging (PCC), the
Charging Pricing Strategy (CPS) of the RBC service can
be determined by charging power, charging level, charging
duration or other factors. In this paper, the CPS related to the
charging power Pc and the charging duration Ts is formulated,
and it is depicted in Table II.

TABLE II Charging Pricing Strategy
Priority Pp Power Pc (W) Duration Ts (h) Pricing Cp ($)

1 5 1 1
2 10 1 3
3 15 1 5

For the CPS in Table II, the charging power Pc is 5W,
10W and 15W respectively, and the corresponding pricing Cp

with 1 hour is $1, $3 and $5 respectively. In addition, we
assume that the priority Pp of the three charging strategy 5W,
10W, 15W is 1, 2 and 3.

B. Quality of Charging Service

The Quality of Charging Service (QoCS) for each RBC
receiver is determined by the charging response time, the
charging rate, the SOC and the charging duration, etc. In this
paper, we assume that the QoCS depends on the following
factors:

1) The charging response time, that is the time from
the receiver accessing to the RBC system to starting being
charged, which is decided by the receivers charging order.

2) The charging rate, i.e. the receiver charging power
corresponding to the specified charging strategy.

3) The charging duration of each receiver can be sustained
during a charging process.

Therefore, all factors influence the QoCS are the charging
parameters during a charging process, and the QoCS for each
receiver can be reflected by the State of Charging (SOC).

C. Earning

During the charging process in the PtMP RBC system,
the earning is related to the CPS and the receiver QoCS. Thus,
the earning Er in a charging process depends on the charging
duration of different specified charging strategies Te and the

charging pricing Cp (see Table II). The relationship among
them is depicted as:

Er =

3∑
Pp=1

Te · Cp, (1)

where the charging power Pc corresponding to the priority Pp

1, 2, and 3 is 5W, 10W and 15W respectively, and the value
of Cp is $1, $3 and $5 correspondingly. Er can be reflected
by the charging financial gains directly.

D. HPC Algorithm

In the PtMP RBC system, guaranteeing the receiver’s
QoCS and maximizing the earning can be realized by schedul-
ing the transmitting power reasonably. The High Priority
Charge (HPC) scheduling algorithm is proposed to complete
the reasonable scheduling.

• Design Ideas
The design ideas of the HPC scheduling algorithm in-

clude: 1) The charging time is divided into multiple equal
charging time slots. 2) All receivers are queued to a receiver
queue from high to low priority. 3) A few receivers in head
of the queue can be charged simultaneously with the specified
charging power (5W, 10W or 15W). 4) All receivers discharge
depending on their using statuses during the charging process.

The receiver priority is determined by the SOC and the
specified charging strategy, which is higher with the lower
SOC Ct (unit is %) and higher specified charging priority Pp

(i.e., higher charging power Pc). Thus, the receiver priority
Rp of the receiver i can be described as:

Rp(i) = (1− Ct(i))× Pp(i). (2)

• Execution Flow
Based on the design ideas, the execution flow of the HPC

algorithm is depicted in Fig. 3. The detailed descriptions of
each execution step are presented as follows:

1) Time division: The charging time is divided into
multiple equal time slots, and the duration of each time slot
can be determined according to the specific charging status.

2) Feedback: The identifications and status information
of the receivers are fed back to the transmitter. The status
information mainly includes the receiver specified charging
strategy and the SOC, etc.

3) Queueing: All receivers are queued to a receiver queue
according to their priorities from high to low. The priority can
be determined by the specified charging strategy and the SOC
based on (2).

4) Selecting: The receivers with higher priority in head
of the queue are selected to be charged firstly.

5) Charging and discharging: The selected receivers are
charged with the power corresponding to the specified charg-
ing strategy, and all receivers discharge depending on their
using statuses.

6) Updating: The receiver’s SOC is updated after charging
and discharging.

7) End judgement: The charging process ends when one
of the following three condition is satisfied: a) all receivers
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run out, b) all receivers are fully charged, and c) the pre-set
charging time ends. Otherwise, turn to 2).

In addition, allocating the transmitting power Pt to charge
the receivers is a key step in a charging process. The allocation
process is shown in Fig. 4, and Po is the receiver available
charging power decided by Pt, Pc is the charging power
corresponding to the receiver specified charging strategy.

From Fig. 4, the transmitting power is allocated to the
receivers one by one in accordance with the priority from high
to low. When the available charging power Po is greater than
the charging power Pc specified by the selected receiver, the
receiver can be charged with Pc. Otherwise, the judgment is
continued until the transmitting power is fully allocated or all
receivers are traversed.

In this section, the HPC scheduling algorithm is pro-
posed. To implement the HPC algorithm, it’s necessary to
analyze each charging step quantitatively. Moreover, various
parameters related to the algorithm implementation (e.g., the
receiver number, the charging efficiency and so on) need
to be quantitatively specified. In the next section, we will
quantitatively analyze the variables and processes involved in
the algorithm implementation.

IV. HPC ALGORITHM IMPLEMENTATION

In this section, we will propose the quantitative analysis
methods of the charging and discharging stages, specify the
parameters involved in the implementation quantitatively, and
depict the implementation pseudo code.
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Fig. 4 HPC Transmitting Power Allocation

A. Charging Quantification
According to the established CPS in the above section,

the charging power specified by the receivers is 5W, 10W
and 15W respectively, of which the occurrence frequency
is uniformly distributed when multiple receivers are charged
simultaneously.

The charging power Pc of the CPS is:

Pc = {5W 10W 15W}. (3)

The occurrence frequency Fp of the charging power 5W,
10W and 15W is:

Fp = {1
3

1

3

1

3
}. (4)

The charging power Pc of a receiver during a charging
process is:

Pc = randsrc(1, 1, [Pr;Fp]). (5)

In addition, the charging power and the charging du-
ration are determinants of the SOC. To obtain the specific
relationship between them, we investigate the measured data
and fit the relationship of them. As a kind of widely used
IoT device, we take iPhone8 plus as an example for analysis,
whose battery capacity and energy are 2691mAh, 10.28Wh
respectively [16, 17]. According to the measured data of State
of Charging (SOC) Ct with the charging duration Ts under
different charging power Pc in [18, 19], we plot the SOC and
the charging duration in Fig. 5.

In Fig. 5, the measured data of SOC with 5W is shown
as the dash line, 10W is the dotted-dash line and 15W is the
dotted line. The SOC increases over the charging duration, and
the growth rate of 15W is greater than that of 10W and 5W.
Therefore, the time of charging fully with 15W is shorter than
10W and 5W, and the time is 118min, 130min and 190min
approximately.

To obtain the SOC Ct from the charging duration Tc
directly, we fit the relationship of them in the MATLAB curve-
fitting toolbox. The fitted function is a quartic polynomial as:

Ct = aT 4
c + bT 3

c + cT 2
c + dTc + e. (6)

The values of the fitting coefficients are shown in Table
III. The fitted curves of 5W, 10W, 15W are depicted as the
lines in Fig. 5, and the fitted curve can almost completely fit
the measured data.
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TABLE III Fitting Coefficients
Coefficient 5W 10W 15W

a -7.858e-10 5.372e-09 3.885e-09
b 1.992e-07 -1.561e-06 -8.323e-07
c -1.764e-05 8.361e-05 -2.837e-05
d 0.006813 0.0113 0.01689
e 0 0 0.006894

B. Discharging Quantification

The discharging power of each receiver is decided by its
type and using status. We take the mobile phone as the study
object in this paper, whose discharging power depends on the
using status [15, 20]. Thus, we study the using statuses and
discharging power of mobile phones in this subsection.

Based on the investigations, the frequently-used statuses
and their using rates of the mobile phone are presented in Fig.
6 [20, 21]. From Fig. 6, the using statuses of the mobile phone
are idle, social networking, music, videos, games, phones, call,
and web. The most commonly using status is idle, followed
by social networking. In addition, the discharging power of
each using status is depicted in Fig. 7.

From Fig. 7, the discharging power of different using
status is different. The highest discharging power is games,
and photos is the second. The discharging power is lowest
when the mobile phone is idle. Thus, the discharging power
of each receiver at each charging time slot can be quantized
as:

The using rates Ur of idle, social networking, music,
videos, games, phones, call and web are:

Ur = {25.27% 21.98% 19.78% 10.99%

10.99% 4.39% 3.30% 3.30%}.
(7)

The unit of discharging power Pu is W, and the values
of common using statuses are:

Pu = {0.007 0.534 0.170 0.458 0.812 0.782 0.238 0.430}.
(8)

The discharging power Pd of each receiver during a
charging time slot is:

Pd = randsrc(1, 1, [Pu;Ur]). (9)
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21.98%Music

19.78%
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Call
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Fig. 6 Using Status vs. Using Rate

Moreover, the discharging energy is the integral of the
discharging power over the charging time:

Ed =

∫ Ts

0

Pd(t) dt, (10)

where Ts is the charging duration, i.e. the discharging duration
[15]. The percentage of the power consumption Dp over a
period of time is the ratio of the consumed energy over the
time Ed to the battery total energy Et, and it is depicted as:

Dp =
Ed

Et
, (11)

where the total energy of the iPhone8 plus battery is 10.28Wh,
that is Et = 10.28.

C. Implementation Pseudo Code

In the above subsections, we have quantified the most
important stages in the charging process: the charging stage
and the discharging stage. However, to fully implement the
HPC scheduling algorithm, some relevant parameters need to
be specified quantitatively. The settings of each parameter are
as follows:

1) Receiver Initial State of Charging
Before the charging process starts, the initial SOC of

each receiver is a random number between 0% and 100%.
The initial SOC Ctini of the receiver Ri can be depicted as:

Ctini(Ri) = randi([0, 100], 1, 1)%. (12)

2) Receiver Number
In the PtMP RBC system, multiple receivers can be

charged simultaneously. During a scheduling process, the
receiver number Nr is a random number.

3) Charging Efficiency
In the PTP RBC system depicted in Fig. 2, a charging pro-

cess includes the electro-optical conversion, the transmitting
power scheduling, the beam transmission, the photoelectric
conversion, the charging power monitor, the information feed-
back, and the power management. Among them, the electro-
optical conversion efficiency ηel, the beam transmission effi-
ciency ηlt, and the photoelectric conversion efficiency ηle are
the primary factors that affect the overall charging efficiency
ηo [10]. ηo is the result of multiplying ηel, ηlt and ηle:

ηo = ηelηltηle. (13)



6

0.007 

0.534 

0.170 

0.458 

0.812 

0.782 

0.238 

0.430 

0

0.2

0.4

0.6

0.8

1
Idle

Social Networking

Music

Videos

Games

Photos

Call

Web

Fig. 7 Discharging Power vs. Using Status

In addition, ηo varies with the changes of the influencing
factors, e.g. the resonant beam wavelength, the transmission
environment and so on. In this paper, we assume that the
HPC scheduling algorithm is applied to a specific PtMP RBC
system, so the efficiency of each charging stage is fixed and
can be assumed as [22]:

• The electro-optical conversion efficiency ηel is 40%.
• The transmission efficiency ηlt is 100%.
• The photoelectric conversion efficiency ηle is 50%.

Thus, the charging efficiency ηo is 20% calculated by
40%×100%×50%.

4) Transmitting Power
The transmitting power Pt, which is determined by the

supplied power Ps and the electro-optical conversion effi-
ciency ηel, is the optical power of the transmitter. Since the
supplied power Ps and the efficiency ηel, ηlt, ηle are fixed,
the transmitting power Pt and the receiver available charging
power Po are also fixed. The relationship among Ps, Pt, Pr,
and Po depicted in Fig. 2 is formulated as:

Po = Psηo = Psηelηltηle = Ptηltηle = Prηle. (14)

5) Charging Time Slot
The charging time is divided into multiple equal charging

time slots, and the scheduling process is implemented per
time slot. A time slot Tc can be determined by the charging
characters of the battery (e.g., the charging power, the charging
capacity) and the actual charging conditions (such as the
receiver number, the charging duration).

Therefore, all parameters related to the scheduling pro-
cess have been defined and specified. Based on the execution
flow and the relevant quantitative parameters of the HPC
scheduling algorithm, we can depict the pseudo code to imple-
ment the algorithm. The pseudo code is written in Algorithm
1, where R is the receiver array, while Rsort is the receiver
array queued from high priority to low. Different columns in
R and Rsort have different meanings, e.g., the first column
is the receiver SOC and the second column is the specified
charge power.

As presented in the pseudo code, the specific implementa-
tion processes of the HPC scheduling algorithm are as follows:

Algorithm 1 HPC Scheduling Algorithm

Input: Nr, Crini;
1: initialize Tc, Tp, Ts ← 0, Te ← 0;
2: R(:, 1)← Crini;
3: R(:, 2)← randsrc(1, Nr, [Pr;Fp]);
4: while R(:, 1) > 0% and R(:, 1) < 100% and Ts 6 Tp

do
5: initialize Pt;
6: Po ← Pt × 100%× 50%;
7: R(:, 3)← randsrc(1, Nr, [Pu;Up]);
8: R(:, 4)← (1−R(:, 1))× Pp;
9: Rsort ← sortrows(R,−4);

10: Rsort(:, 5)← 0;
11: for i← 1 to Nr do
12: if Rsort(i, 1) = 100% then Rsort(i, 5)← 1;
13: end if
14: end for
15: for i← 1 to Nr do
16: if Rsort(i, 5) = 0 and Po > Rsort(i, 2) and Po >

0 then
17: f(x)← ax4+bx3+cx2+dx+e−Rsort(i, 1);
18: t← fzero(f(x), 100);
19: Rsort(i, 1)← a(t+ Tc)

4 + b(t+ Tc)
3 + c(t+

Tc)
2 + d(t+ Tc) + e;

20: Po ← Po − 5(|10|15);
21: Te(1|2|3)← Te(1|2|3) + Tc
22: end if
23: end for
24: Dp ← Rsort(:,3)×Tc

Et

25: Rsort(:, 1)← Rsort(:, 1)−Dp;
26: R← Rsort

27: Ts ← Ts + Tc;
28: end while
29: Er ←

∑3
Pp=1 Te · Cp

30: return R(:, 1), Er;

1) The receiver number Nr and the receiver initial SOC
R(:, 1) are known.

2) Set the charging time slot Tc, the execution time Tp,
the total charging duration Ts and the charging duration of
different charging strategy Te.

3) The charging power R(:, 2) specified by each receiver
is determined based on (5).

4) When the SOC of all receivers is between 0% and
100%, or the pre-set charging time Tp is not reached, a HPC
scheduling process is performed. Otherwise, turns to 11).

5) Set the transmitting power Pt, and the receiver avail-
able charging power Po is equal to Pt × 100%× 50%.

6) Determine the priority R(:, 4) of the receivers accord-
ing to the SOC and the specified charging strategy based on
(2), and queue the receivers according to their priorities from
high to low.

7) When the available charging power is greater than the
charging power specified by a receiver with high priority and
the receiver is not fully charged (R(:, 5) = 0), the receiver
will be charged according to the specified charging power.



7

5 10 15 20 25 30 35 40 45 50

Receiver Number N
r

45%

55%

65%

75%

85%

95%

A
ve

ra
ge

 S
ta

te
 o

f C
ha

rg
in

g 
 R

so
c

HPC
RRC

Fig. 8 Average State of Charging vs. Receiver Number

8) The available charging power minus the corresponding
allocated value, and the charging duration of different charging
strategy adds a charging time slot.

9) Repeat 7), 8) until all receivers have been traversed or
the total available charging power is fully allocated.

10) Calculate the power consumption during a charging
time slot based on the discharging power R(:, 3) and (11), and
update the receiver SOC and the charging duration, then turns
to 4).

11) Calculate the earning based on (1).
12) Return the receiver SOC R(:, 1) and the earning Er

when the scheduling process completes.
In this section, the charging and discharging stages are

quantified, the relevant parameters are specified, and the imple-
mentation pseudo code as well as steps are presented. Based
on the circulation of the scheduling, the receiver SOC and
the earning can be obtained after a certain period of charging
duration under the fixed transmitting power.

V. PERFORMANCE ANALYSIS

In this section, we will analyze the performance of
HPC scheduling algorithm based on the simulation results.
The performance analysis will be done in two aspects: the
receiver’s QoCS analysis and the earning analysis. Based
on the principles proposed in section III, the QoCS can be
reflected in the receiver SOC (remaining capacity percentage)
after charging a period of duration, and the financial gains is
a direct indication of the earning. To analyze the performance
of HPC scheduling algorithm effectively, we carry out the
simulation from two angles: 1) We compare the receiver’s
QoCS and the earning of the HPC algorithm and the Round-
Robin Charge (RRC) scheduling algorithm to analyze the
superiority of the HPC algorithm. 2) We analyze the receiver’s
QoCS and the earning of the HPC scheduling algorithm with
different influence factors.

In the simulations, the transmitting power of the PtMP
RBC system is assumed as 100W, thus the total available
charging power for the receivers is 50W calculated by 100×
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Fig. 9 Earning vs. Receiver Number

100%× 50%. Besides, we assume that the charging time slot
is 10s. Since some parameters (e.g. the receiver initial SOC,
the discharging power, the specified charging strategy and so
on) of each receiver are random during a scheduling process,
the “averaging multiple experiments” method is adopted to
eliminate randomness.

A. Comparison

To highlight the advantages of HPC scheduling algorithm
in the PtMP RBC system, we compare it with the Round-
Robin Charge (RRC) scheduling algorithm. The RRC algo-
rithm is easy to implement in the PtMP RBC system and its
scheduling principles are as follows:

1) The charging time is divided into multiple equal time
slots similar to HPC algorithm.

2) The receivers are queued according to the order of
accessing to the system.

3) During a charging time slot, multiple receivers in head
of the receiver queue can be charged with their specified
charging power until the transmitting power are fully allocated
or the judgements of all receivers ends. In addition, all
receivers discharge depending on their different using statuses.

4) At the end of a charging time slot, all receivers update
their SOC, and the receivers have been charged are queued to
tail of the receiver queue.

5) Loop execution 3) and 4) until all receivers are charged
fully, or all receivers run out, or the pre-set charging time is
reached.

The comparisons of the receiver’s QoCS and the earning
after charging 2 hours are depicted as follows.

• QoCS Comparison
The comparison of the receiver average SOC Rsoc with

different receiver number is depicted in Fig. 8. Since the
transmitting energy is fixed while the total discharging energy
augments as the receiver number increases, the average SOC of
the two algorithms decreases with the increasement of receiver
number in Fig. 8. In addition, when the receiver number
is same, the average SOC of the HPC algorithm is greater
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Fig. 10 Average State of Charging vs. Receiver Number
(Different Charging Duration)

than that of the RRC algorithm. Thus, the QoCS of the HPC
scheduling algorithm is better than that of the RRC scheduling
algorithm.

• Earning Comparison
The earning of PtMP RBC service is determined by

the CPS and the charging duration. The earning comparison
of the two scheduling algorithms is presented in Fig. 9.
The transmitting power can not be fully allocated when the
receiver number is small, while the allocated transmitting
power augments with the receiver number increasing. From
Fig. 9, the earning increases rapidly at first, then increases
gradually and turns to be constant finally. When increasing
the receiver number to a certain value, the transmitting power
is fully distributed and the earning reaches the maximum. Due
to the randomness of the power distribution, the earning in the
curve smooth zone is fluctuate slightly. In addition, the earning
of the HPC algorithm is always greater than that of the RRC
algorithm in Fig. 9.

As a conclusion, based on the QoCS comparison and
the earning comparison, the charging performance of the HPC
scheduling algorithm is better than that of the RRC algorithm.
Thus, the HPC scheduling algorithm is a superior method to
deal with multi-receiver charging in the PtMP RBC system.

B. Evaluation

In the PtMP RBC system, the performance of the HPC
scheduling algorithm varies with different influence factors. In
this subsection, we will analyze the performance with different
charging duration and receiver number.

• QoCS Analysis
The QoCS can be reflected by the receiver SOC in a

charging process, and the changes of the receiver average SOC
Rsoc with different receiver numbers after charging 0.5h, 1h,
1.5h and 2h are shown in Fig. 10.

The transmitting energy is fixed, but the total discharging
energy increases with the increasement of the receiver number
during a charging process. Thus, the average SOC Rsoc
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(Different Receiver Number)

decreases as the receiver number increases no matter how
the charging duration changes in Fig. 10. What’s more, when
the receiver number is same, the average SOC increases as
prolonging the charging duration.

In addition, the changes of the receiver average SOC
Rsoc over charging duration with different receiver number
are depicted in Fig. 11. From Fig. 11, the average SOC
increases with the extension of charging duration. The average
SOC Rsoc decreases as the receiver number increases when
the charging duration is same. Besides, when increasing the
receiver number, the difference between total charging energy
and total discharging energy reduces, so Rsoc grows slower
over charging duration.

Based on the above analysis, the receiver’s QoCS is
better over the charging duration. However, when the receiver
number increases, the QoCS is worse gradually. Thus, a
reasonable strategy should be formulated to control the number
of receivers charging simultaneously in the PtMP RBC system,
and the charging duration should be extended if the charging
conditions permit.

• Earning Analysis

The earning is determined by the CPS and the allocation
of the transmitting power. The change trend of the earning
with different receiver number under 0.5h, 1h, 1.5h, and 2h
charging is depicted in Fig. 12.

In Fig. 12, the earning increases firstly, and then keeps
the fixed and maximal value approximatively as the receiver
number increases. The transmitting power is not fully allocated
when the receiver number is small (e.g. 5, 10), while the
allocated power is the maximal transmitting power when the
receiver number is large (for example 40, 45). In addition, the
earning gains as the charging duration prolongs, for example,
the earning of charging 2h is greater than that of 1.5h.

The change trend of the earning with different receiver
number under different charging duration is shown in Fig. 13.
From Fig. 13, the earning increases rapidly with the extension
of charging duration. What’s more, when the receiver number
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Fig. 12 Earning vs. Receiver Number (Different Charging
Duration)

is large, the total transmitting power is allocated fully, and the
earning reaches the maximum approximately. Therefore, the
growth trend of the earning is almost same and the value is
similar when the receiver number is equal and greater than 10.

On this basis, the earning will increase when prolonging
the charging duration and increasing the receiver number.
However, increasing the receiver number does not significantly
promote the increasement of earning when it is over a specific
value. Thus, the methods to increase the earning include: a)
prolong the charging duration, and b) limit the receiver number
under a specific value.

Depending on the above analysis, we summarize the
performance analysis results of the HPC scheduling algorithm
as follows:

1) The charging performance of HPC algorithm is better
than that of the RRC algorithm by comparing the QoCS and
the earning. Thus, the HPC scheduling algorithm is more
suitable for the PtMP RBC service, and its performance is
superior.

2) The performance of the HPC scheduling charging
algorithm is affected by the charging duration and the receiver
number. The QoCS is better with the extension of the charging
duration and the decreasement of the receiver number, while
the earning increases as the charging duration prolongs and
the receiver number increases.

3) The methods to improve the performance of the HPC
scheduling algorithm include: a) Extend the charging duration
appropriately if the charging conditions permit. b) Control the
receiver number within a reasonable range, since the large
receiver number is not conducive to the QoCS improvement,
and the small receiver number goes against the earning in-
creasement.

VI. CONCLUSIONS

In the Point-to-Multipoint (PtMP) Resonant Beam Charg-
ing (RBC) system with the Charging Pricing Strategy (CPS),
multiple receivers with various charging power, State of Charg-
ing (SOC), and using status can be charged simultaneously. We
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propose the High Priority Charge (HPC) scheduling algorithm
to maximize the system earning with each receiver’s Quality
of Charging Service (QoCS) guarantee.

Based on the CPS and receiver status, we present the HPC
scheduling algorithm to assign priorities for the receivers, and
charge the receivers from high priority to low. To implement
the HPC scheduling algorithm, we quantify the charging and
discharging stages and relevant parameters, respectively. Then,
we present the implementation pseudo code and steps on this
basis. Relying on the simulation analysis, we find that the
HPC algorithm can guarantee receiver’s QoCS and achieve
higher earning compared with the Round-Robin Charge (RRC)
algorithm. In addition, to improve the PtMP RBC service,
we figure out that the receiver number should be controlled
within a reasonable range, and the charging duration should
be extended as long as possible.

There are still some open issues worth further study, for
example:

• The Charging Pricing Strategy (CPS) of the RBC system
can be further formulated, including the pricing of the
charging capacity and the detailed charging grade.

• The performance of the HPC scheduling algorithm con-
sidering different influencing factors, e.g., the transmit-
ting power, the charging efficiency and so on, need to be
studied.

• The factors that determine the receiver priority can be
more diverse, for example, the quality of the charging
link and the receiver’s power consumption.
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