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Abstract—As one of the key enabling technologies of emerging

smart societies and industries (i.e., industry 4.0), the Internet
of Things (IoT) has evolved significantly in both technologies
and applications. It is estimated that more than 25 billion
devices will be connected by wireless IoT networks by 2020. In
addition to ubiquitous connectivity, many envisioned applications
of IoT, such as industrial automation, vehicle-to-everything (V2X)
networks, smart grids and remote surgery, will have stringent
transmission latency and reliability requirements, which may
not be supported by existing systems. Thus, there is an urgent
need for rethinking the entire communication protocol stack for
wireless IoT networks. In this tutorial paper, we review the
various application scenarios, fundamental performance limits,
and potential technical solutions for high-reliability and low-
latency (HRLL) wireless IoT networks. We discuss physical, MAC
and network layers of wireless IoT networks, which all have
significant impacts on latency and reliability. For the physical
layer, we discuss the fundamental information-theoretic limits
for HRLL communications, and then we also introduce a frame
structure and preamble design for HRLL communications. Then
practical channel codes with finite block length are reviewed. For
the MAC layer, we first discuss optimized spectrum and power
resource management schemes and then recently proposed grant-
free schemes are discussed. For the network layer, we discuss
the optimized network structure (traffic dispersion and network
densification), the optimal traffic allocation schemes and network
coding schemes to minimize latency.
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I. Introduction

With the rapid development of computing and communi-
cation technologies, our societies and industries have become
increasingly intelligent, namely, smart society or industry 4.0
(also termed smart factory). Among various enabling tech-
nologies, IoT (Internet of Things) is critical for connecting
various heterogeneous devices of smart society/factory. Unlike
the most of existed mobile networks designed for human-
oriental communications, IoT seeks to connect large numbers
of devices without or with little human intervention. The appli-
cations of IoT networks include control, intelligent identifying,
locating, tracking and monitoring etc. For the heterogeneity of
various applications and devices in IoT networks, the technical
requirements for IoT networks are various and sometime
may be rather challenging. Many application scenarios of
IoT networks may require high reliability and low-latency
(HRLL), such as industrial automation, vehicle-to-everything
(V2X) networks, smart grids, and remote surgery, etc. In the
existed systems, the devices were often connected via small-
scale networks, such as Wireless Highway Addressable Re-
mote Transducer (WirelessHART) [1], Wireless Interface for
Sensors and Actuators (WISA) [2], and Wireless Networks for
Industrial Automation for Process Automation (WIA-PA) [3],
which are based on the IEEE 802.15.4 standard, and the WIA-
FA [4], which is based on the IEEE 802.11 series standards
[5]. However, these standards cannot gradually satisfy the
emerging applications in terms of reliability and latency. Espe-
cially many scenarios require IoT networks to simultaneously
support high reliability, low latency and massive connectivity
(large scale). To meet the requirements, there have been a lot
of research efforts on HRLL IoT recently.

A. Motivation and Contributions

To enable HRLL communications in IoT networks, there are
roughly two evolution paths: One is based on the technical
standard of public mobile cellular networks, which seeks to
enhance reliability and delay performance to meet the require-
ments of various IoT applications with shared infrastructure.
Another is for the critical applications with dedicated network-
s. Typical examples of the latter include high-performance
wireless or Wireless HP [6], [7]. Cellular networks, which
are originally designed for human-to-human communications,
have evolved to meet the HRLL communication requirements
in some degree. For example, ultra-reliable low-latency com-
munication (URLLC) is one of the most innovative technical
schemes for the coming 5th generation (5G) mobile network,
which is quite different from its predecessors. Actually, URLL-
C, enhanced mobile broadband (eMBB) and massive machine
type communications (mMTC) are three key use cases for
5G mobile networks [8]. Thus, URLLC can be considered
as a type of HRLL communications in mobile networks. The
URLLC in 5G defines the performance of a packet error rate
(PER) around 10−6 and the end-to-end transmission delay as
low as 1 ms, which could satisfy many of IoT applications
with high reliability and low delay requirements. However,
for many critical scenarios (e.g., industrial control and man-
ufacturing), mobile networks may not be optimal in terms
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of technologies and management. For example, the wireless
transmission for industrial should potentially guarantee the
PER around 10−9 within the transmission delay constraint as
low as 10µs in the some extreme scenarios, which may be
difficult for the current 5G URLLC standard. In terms of man-
agement, the high demand of responsibility for some critical
applications, e.g., those in factory manufacturing, excludes the
shared public networks with base stations for security reason.
Then, in these scenarios, wireless HP with dedicated networks
may be a good choice [6].

With the development of various new applications, the
HRLL IoT networks will be more and more common, and
their concrete technical requirements are quite diverse. Moti-
vated by the promising applications, significant research has
been conducted over recent years to increase the reliability
and simultaneously to decrease the transmission delay. The
contributions of this tutorial can be summarized as follows:
• We review comprehensively key techniques for HRLL

IoT. Although different scenarios may have different
performance requirement and thus different system de-
signs for HRLL, the underline techniques they adopted
share many common grounds, which have been developed
substantially in recent years.

• We also give the insight for these enabling key tech-
niques from the fundamental theory perspective. Short
packet length transmission is essential to achieve the low
latency. We review the information theory fundaments
of short packet communications. Moreover, in addition
to short length coding, we also discussed fundamental
techniques adopted in physical, MAC and network layers
of HRLL IoT networks. For example, we discuss the
design principles for determining the appropriate packet
size, obtaining preamble, grant-free access and code rate
tradeoffs, choosing practical channel codes, optimizing
access process and network structure etc.

• We review typical application scenarios of HRLL IoT
communications, e.g., industrial automation, V2X com-
munications and smart grids. Typical performance re-
quirements of these scenarios are given. We also review
the standardization of HRLL communications.

B. Related Literatures

Though there is no prior survey on HRLL techniques for
IoT (to our best knowledge), there are overall papers on
URLLC/HRLL for industrial and V2X networks, or Tactile
Internet. In what follows, we shall give the brief review of
these papers and also discuss the difference from our paper.

As one of 5G specifications, URLLC seeks to provide
critical communication services with mobile networks. There
are many tutorials on 5G URLLC [10]–[14] and its evolution
roadmap. However, the application of URLLC highly depends
on the standardizing process of 5G.

Several surveys focus on URLLC/HRLL for industrial use
[15]–[18], namely, industrial IoT (IIoT). A few surveys present
the URLLC/HRLL for V2X networks [19], [20]. They gave the
use cases, application scenarios and enable techniques. How-
ever, most of them are relevant to certain specific scenarios

(e.g., only on industrial control or V2X networks) and are not
general HRLL IoT techniques. In contrast, this article seeks
to survey the technologies common for various HRLL IoT
applications.

The Tactile Internet has been described as the communica-
tion networks combining high availability, high reliability, high
level of security with low latency and very short transmitting
time for real-time interactive services, which is believed to
be an important application of IoT. Several surveys have
reviewed Tactile Internet [21], [22]. Particularly, [21] surveys
the applications, requirements and challenges of industrial
Tactile Internet. Tactile Internet covers both wired and wireless
networks [21]. [22] considers 5G as possible URLLC solution
for Tactile Internet. These surveys highlighted the state-of-art
research directions and research challenges from the system
and standardization aspects. However, they did not provide
the design constraints and detailed underlying techniques for
HRLL communications. Our survey will provide more details
on the enabling key techniques.

C. Standardization of HRLL

One category of HRLL standards is based on cellular
mobile networks. Actually, the concept of URLLC has not
been established formally before the 5G, although a certain
modification versions of cellular mobile networks have HRLL
features before the 5G mobile. For instance, Global System
for Mobile Communications for railway (GSM-R), which was
deployed to transmit dispatch and train control commands
might be the first version of such attempts. It can offer very
limited data transmission capacity with 500ms end-to-end
delay. Besides, for V2X networks, some of non-safety-critical
services have been used in WCDMA systems by defining
protocol states for Radio Resource Control (RRC) in a Vehicle
Equipment (VE), but the capacity of the WCDMA system is
limited, in which many VEs cannot always remain connected.
LTE-V2X networks are able to support up to more than 1000
vehicles per cell in rural environments with an uplink latency
below 55 ms. It also can provide a robust mechanism for
mobility management. It can support a data rate of 10 Mbps
with a speed upto 140 km per hour [23]. Thus, LTE-V2X can
be particularly helpful at intersections by enabling a reliable
exchange of cross-traffic assistance applications [24]. In recent
release 14 and 15 by 3GPP, the URLLC specification is one
of the key techniques. It is expected that the first 5G standard
with URLLC specification will be approved by ITU in 2019
and play an important role for standardization of HRLL.

Another category of HRLL standardization is conducted by
IEEE and International Electrotechnical Commission (IEC).
Based on IEEE 802.15.4, the version 7 of the HART protocol
(WirelessHART) is decided as wireless access for process
monitoring and control applications in the industrial environ-
ments [1], [25]. WIA-PA is the Chinese industrial wireless
communication standard for process automation, which was
approved by IEC in 2008 and became the second wireless
communication standard for the industrial in the world after
WirelessHART. WISA was developed by ABB corporation and
used widely in industrial field to connect devices in several
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different environments [2]. It can offer less than 20ms end-
to-end latency. Based on IEEE 802.11, WIA-FA was the
first wireless technology specification developed specifically
for factory, high-speed, automatic, control applications and
officially approved in 2017 [4]. The new dedicated industrial
wireless communication system, i.e. Wireless HP, is expect-
ed in the near future [6]. For V2X networks, in order to
support Vehicle-to-Vehicle (V2V) connection, Dedicated Short
Range Communications (DSRC), which is based on the IEEE
802.11p/1609, is used as wireless access in vehicular envi-
ronment (WAVE) protocols. DSRC uses half-clocked mode
with the 10 MHz bandwidth in physical layer, and borrowed
Enhanced Distributed Channel Access (EDCA) idea from
IEEE 802.11e to satisfy the rigorous QoS requirements in
MAC layer.

The rest of the paper is organized as follows. The intro-
ductions of various applications are provided in Section II.
The physical layer design for the HRLL IoT are discussed in
Section III to highlight the fundamental limits and potential
techniques on the physical layer. Then in Section IV, we
will focus on MAC layer, where the access and transmission
protocols are discussed. The analysis and design schemes
for network layer will be provided in Section V. Finally,
concluding remarks are given in Section VI.

II. Application Scenarios of HRLL IoT Networks

In what follows, we will discuss a few typical application
scenarios for HRLL IoT networks, including factory automa-
tion, vehicular networks and smart grids in detail.

A. Industrial Automation

With the development of computing, control and communi-
cation technologies, a new generation of industry revolution,
namely, industry 4.0 has largely changed our industry produc-
ing process. As a key enabling technology of industry 4.0,
industry IoT (IIoT) has attracted a lot of research interests
recently. Many of existing communication networks for the
industries are actually based on wired networks, e.g., Ethernet
or optical fiber. However, recently, a new trend of IIoT is to
replace wired networks with wireless ones [6]. Motivated by
promising benefits in e.g., low cost, flexibility and suitability
in harsh environments or mobile scenarios, the first industrial
wireless network has been implemented in real-time control
applications [26]. After that, there have been lots of efforts
for development and standardization for connecting devices in
the industrial, e.g., WirelessHART, WIA-PA, and the WIA-
FA, etc. Relative to wired networks, the advantages of using
wireless ones are multi-folded: (1) Wireless networks may
lead to significantly reduced costs of materials, installation,
commission and maintenance; (2) Despite of channel fading or
interference, wireless may be more reliable in many scenarios,
e.g., the scenarios of cables subjective to aging and breaking,
and easier to get redundancy links with wireless networks; (3)
Wireless networks may be deployed in many scenarios where
installing cables is impractical, such as moving robots, harsh
industrial environments (high temperature or high voltage) and
long distance (e.g., very high tower).

In emerging smart factories, IIoT is widely used to sense
various environmental information and the sensed information
is sent back to the controller for making decision. Then the
decision based on the collected information is sent to the
actuators. For many (if not the most) of these applications,
latency and reliability are among the most important technical
requirements. For instance, in the mining sector, remote blast-
ing and rock-breaking control procedures are increasingly used
to enhance performance and the safety of workers. Clearly,
sensing and control of blasting time and magnitude are critical
for efficiency and safety, which must be sensed, transmitted
and processed timely and reliably. Factorial robotics are also
among typical scenarios with stringent requirements on la-
tency and reliability. Flexible manufacturing systems (FMSs)
automatically adapt and react to changes in the environment,
production flow, and products types. FMSs will rely on the
cooperation among intelligent robots, often mounted over
automatic guided vehicles. Fast running FMS is only possible
with the supports of HRLL communications systems. Briefly,
the basic requirements for industrial IoT networks include:

• Low latency: Many applications have rigorous demands
on latency, in which short packet, simple transmitter-
s/receivers and access protocols are preferred.

• High reliability: Some control objectives are highly val-
ued or even dangerous, and very small transmission error
could be fatal. Yet the reliability normally decreases with
increasing latency requirement. For example, adopting
short codeword may cause the loss of coding gain.

• Throughput: Some applications require to transmit high-
resolution images or videos and thus high throughput is
needed.

• Interference-robust capability: The industrial environ-
ments may be hazard. There may be strong interference
generated by other communication systems and electrical
equipments, e.g., powering on/off electrical engines.

• Fading-robust capability: Factory building and facilities
(e.g., robot arms in assemble lines) could frequency-
selectively reflect and scatter the wireless signal. This will
degrade the reliability.

• Energy efficiency: Due to the low spectral density power
and some terminals are power limited (power supplied
by battery), energy efficiency may be critical for some
applications.

• Communication range: Most of one-hop transmissions oc-
cur within 100 meters [6], [7]. Yet, some applications may
need up to 1000 meters (e.g., power system protection),
which may be challenging for HRLL IIoT networks.

Moreover, in many IIoT networks, the limited mobility
support is acceptable. Thus the networks can be deployed
statically and the channel is near-static. Other non-typical
issues such as life cycle, volume, cost, heterogeneous networks
configuration, security and safety should be taken into consid-
eration as well [6].

As one of most important functionalities, IIoT is widely
used for control loops in industry automation. A typical
configuration of control loops is represented by a centralized
wireless control network, where periodic messages are sent
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from the controller to the actuators (and the sensor to the
controller) with extremely low latency and high reliability.
Although some general criteria can be described, a precise
definition of requirements for IIoT networks has not been
identified, since there are too many scenarios (and each of
them may have quite different requirements accordingly).
Roughly, the industrial application scenarios can be catego-
rized as Factory Automation (FA) [27], Building Automation
(BA) [28] and Process Automation (PA) [29], Power Systems
Automation (PSA) [30], and Power Electronics Control (PEC)
etc. BA involves all the control operations applied within
buildings, such as safety, fire control, lighting, heating, water
supply, air-conditioner, surveillance, energy management and
property management etc. PA is quite common in chemical,
pharmaceuticals, mining, oil and gas, logistics, metallurgic
processes etc [29]. FA is a control system referring to run
production line without or with little human intervention, in-
cluding manufacturing, assembling/disassembling, packaging,
palletizing, and the controlling the automatic production robot
[27]. PSA focuses on controlling the generation, distribution,
and transmission of electrical power [30]. PEC refers to the
synchronized control of power electronics devices [31]. In
Table I, we list some typical industrial automation applica-
tions, and their main technical parameters e.g., number of
nodes, typical cycle time (i.e., the periodicity with which
the controller, sensor, and actuators exchange data). Different
scenarios pose distinct requirements, in which the BA has the
lowest requirements but the PSA and PEC have the extremely
high demands on latency and reliability.

TABLE I
Typical industrial automation scenarios.

Scenario No. of nodesTypical Cycle TimePERSystem range

Building Automation 102-103 10 s 10−5 101-102 m
Process Automation 102-103 100 ms 10−6 101-102 m
Factory Automation 102-103 1 ms 10−6 101-102 m

Power System Protection 101-102 100 us 10−9 102-103 m
Power electronics control 102-103 10 us 10−9 101-102 m

To meet high technical standards, many efforts have been
put to develop various new technologies. In mobile industries,
3GPP defines the technologies of URLLC (ultra-reliable low-
latency communications) [32] for the coming 5G mobile,
which may also provide HRLL communications. In addition to
mobile network standards for public use, to meet even higher
technical standards, e.g., those for FA, PSA and PEC, some
new industry wireless technologies have been proposed such
as WirelessHP [6], which is aimed for dedicated industrial au-
tomation and has been deployed at certain industrial scenarios
e.g., FA, moving robots and power PEC.

B. V2X IoT Networks for Transportation

With the development of various intelligent technologies,
our society has never encountered such a big challenge for
transportation systems before. The number of vehicles is
increasing dramatically with the new wave of urbanization and

the development of transportation capacity. Moreover, emis-
sion and energy-efficient regulations have been much more
stringent than ever before. With the assistance of the latest
wireless communication and IoT technology, it is optimistic
to achieve the goal of increasing the transportation capability
and efficiency. For V2X networks, the requirements on latency
and reliability are stringent. For example, as one of the most
important application scenarios for the 5G, the objective of
V2X communication networks is to enable high-efficiency and
accident-free cooperative automated driving, which shall use
the available roadway efficiently. To achieve this objective, the
communication networks should accommodate a diverse set of
use cases, each with a specific set of requirements. The basic
requirements for V2X communication networks include:

• Low latency: Though the latency requirement may not be
as rigorous as certain extreme industrial control scenarios,
it is still beyond the capacity of current mobile networks
(e.g., 4G or below).

• High reliability: Transmission for vehicular control sig-
naling may need extremely high reliability since the
transmission errors may cause fatal accidents.

• Throughput: Some V2X applications, e.g. remote con-
trolling and environment sensing of the traffic, require to
transmit high-resolution images or videos. Accordingly,
the requirements on throughput may be rather high.

• Interference-robust capability. There may be significant
interference generated by other communication systems
and automobile igniters.

• Fading-robust capability: Mountains and city buildings
may frequency-selectively reflect and scatter the signal,
which may degrade reliability further.

• Communication range: The distance of one-hop V2X
transmissions may vary from dozens of meters to hun-
dreds of meters.

• Mobility support: For city vehicles, the relative velocity
may be larger than 28km per hour. For high speed trains,
the speed could be more than 350km per hour. Thus,
communication channels are fast time-varying. For these
scenarios of high mobility, we need to design transmission
schemes considering Doppler effect to improve reliability.

The most popular communication scenarios for V2X networks
include [20]: 1) Vehicle-to-Vehicle (V2V) communications, in
which information is exchanged among vehicles; 2) Vehicle-
to-Infrastructure (V2I) communications, which occur between
vehicles and roadside units (RSUs), traffic lights, and base
stations; 3) Vehicle-to-Pedestrian (V2P) communications, in
which vehicles communicate with people who are along the
side of the road; and 4) Vehicle-to-Network (V2N), where the
vehicles connect to an entity in the networks e.g., a backend
server or a traffic information system.

Based on requirements, the main V2X use cases can be clas-
sified by a specific operations [33], i.e., Cooperative Awareness
(CA), Cooperative Sensing (CS), Cooperative Maneuver (CM),
Vulnerable Road User (VRU), Traffic Efficiency (TE), Tele-
operated Driving (TD) and Cooperative Automated Driving
(CAD). CA refers to warning and awareness of emergency
action, e.g., emergency vehicles warning, emergency brake
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warning [34], etc; CS helps to increase vehicles environmental
perception by exchanging sensed data and information [35];
CM is responsible for the coordination of the route schedul-
ing; VRU notifies the pedestrians, cyclists, non-motor vehicle
objectives, etc; TE systems update routes and digital map
dynamically to optimize the routes and speed by the traffic
signaling systems [36]; TD enables to control a vehicle by a
remote driver who controls the vehicle by sensed information
and camera video from the vehicle; CAD supports to drive ve-
hicles automatically without human intervening. The latency,
throughput, reliability, and system range for these use cases are
listed and compared in Table II. To meet these high require-
ments, a few trials have been set for demonstration. DSRC is
used to connect vehicles. However, DSRC fails to guarantee
the performance under severe frequency-selective multi-path
and fast fading channels, and its Carrier Sense Multiple Access
(CSMA) mechanism cannot avoid the unwanted interference
from hidden nodes. Thus DSRC is not preferable except for
V2V links. Cellular Networks for V2X use cases have attracted
lots of attention recently. LTE will support V2X (namely
LTE-V2X) from the release 14. It is estimated that only the
most critical applications, for example, the requirements for
automatic driving, are beyond the capability of the LTE-V2X
(Table II). It is expected that the future 5G-V2X will cover all
V2X communication requirements.

TABLE II
System requirements for different V2X communication scenarios [35]

Use Cases Latency Throughput Reliability * System Range
CA 100ms-1sec 5-96kbps 90 − 95% < 500m
CS 3ms-1sec 5-25000kbps > 95% < 200m
CM < 3ms-100ms 10-5000kbps > 99% < 500 m

VRU 100ms-1sec 5-10kbps 95% < 200 m
TE > 1sec 10-2000kbps > 90% > 500m
TD 5-20ms > 25000kbps > 99% > 500m
AD 3ms > 25000kbps > 99.999% 200m

* The reliability is defined here as the packet reception ratio (PRR) within
the latency requirement. [33]

A concrete V2X example is shown in Fig.1. Suppose a
driver is going to use a vehicle, and he/she can hail a car via
V2P link. The car can self-drive and the car is capable of CM
to join platoon via HRLL V2V and V2I links. The car can also
be remotely controlled by human or robot/artificial intelligence
via V2I link, in which an HRLL mmWave link to support high-
resolution video/images is required. During the self-driving
or remote-driving phase, the car keeps exchanging sensed
information and warning information with other vehicles via
V2V and V2I links, as well as the traffic signaling with
roadside traffic control units via V2I link. As a typical use
case of URLLC, the V2X networks will have a prototype in
B4G/5G.

C. Smart Grid

Smart grid refers to intelligently produce, transmit and
consume electric with the aid of sensors, actuators, communi-
cation networks and central controllers. Smart grid is a power
network enabling a variety of nodes of smart appliances, e.g.,
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Fig. 1. A possible deployment of future V2X networks.

efficient energy generation, smart meters, smart billing and
renewable energy resources. Therefore, many new applications
and services are developed based on these techniques, such
as Energy Management System (EMS), Demand Response
(DR), Frequency Regulation (FR) and Peer-to-Peer Energy
Trading (P2PET). To support two-way energy transferring
in heterogeneous smart grids, the underlying communication
systems should have high performance in terms of latency,
rates and reliability. For instance, to enable advanced ap-
plications such as real-time pricing, a low-latency two-way
real-time communication system is required. Moreover, high-
rate information and energy flows due to a large number
of heterogeneous prosumers (nodes able to consume and
produce electrical power) for efficient distribution and storage
of energy, may require response latency below 1 ms and
reliability of 10−7 packet error rates in some scenarios [37].
To meet these requirements, there are already many related
research results on the communication technologies of smart
grid [38]. For instance, the most popular wired-based technolo-
gies are based on Ethernet and power line transmission while
wireless technologies are based on Zigbee, WiFi, WiMAX and
Bluetooth. However, the current communication technologies
still cannot meet the stringent requirements of smart grid
for advanced services like DR, FR and P2PET. Previously,
references [39], [40] have investigated the communication
system of the smart grid to meet the stringent requirement
of latency. In [39], a next generation automation architecture
is studied, which consists of three layers: converter level
control, multi-agent system and system level layers. However,
the latency and reliability of the proposed schemes are far
from sufficiency. In [40], a study comparing Wi-Fi based
service to wired links in a microgrid EMS was conducted.
Performance analysis indicates the wireless infrastructure is
more reliable, easier to build, and more scalable for small-
size micro-grids, though the communication delay may be
higher than the wired LAN. Reference [41] proposed IoT-grid,
an architecture for a novel, programmable, small-scale Direct
Current (DC) grid, which can be easily adapted in existing
smart grid. The experimental platform was designed and it
was observed that the processing delay of IoT devices had a
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large impact on the response time of IoT-grid. Since wireless
networks provide lower installation cost, faster deployment,
higher mobility and flexibility than its wired counterparts, they
are more favorable in most of the smart grid applications.
However, there are still challenges for the design of wireless
communication systems in smart grid due to heterogeneous
prosumers and very high requirements in reliability, latency
and rates. The main technical requirements, e.g., latency, rates,
reliability, for smart grid have not been fully identified yet.
It is shown recently that the existing technologies are not
sufficient for a time critical smart grid with stringent demands
on latency [41]. By European Telecommunications Standards
Institute (ETSI), the typical response time for different smart
grid functions should roughly follow the parameters in Table
II-C [42]. However, there are no specifications on response
time for many new scenarios of smart grid, e.g., nanogrids
(smart grids in resident areas but may have complex nodes
such as prosumers), which are supposed to have even higher
technical standards when connected nanogrids and large grids.

TABLE III
LATENCY REQUIREMENTS FOR SMART GRID [42]

Scenario Response time
Protection 1-10ms

Control 100ms
Monitoring 1ms

Metering/Billing 1 h-1 day
Reporting 1 day to 1 year

There are already a few survey papers on large scale smart
grid, e.g., [43]. Thus, we shall concentrate on smaller scale
grid, which may have complex and heterogeneous networks,
namely, nanogrid as follows. A nanogrid is a very small
electricity domain that is distinct from any other grids [44],
which is typically serving a single building or a single load.
Nanogrid could form the basis of a future electricity system
built on a bottom-up, decentralized, and distributed network
model rather than the top-down centralized grid we have
today in most parts of the world. A central requirement of
nanogrids is the ability to communicate electricity price and
availability to enable matching demand with varying suppliers
of electricity. Many contemporary residential buildings are
integrating local energy generation, such as photovoltaic (PV),
storage, electrical vehicles (EVs) and connecting to the out-
er power grid. Active energy consumers or prosumers, can
both consume and produce electricity. Their appearance could
dramatically change the future electricity system [45]. The
home-based power-supplying system is the main component
of nanogrid. Actually, relative to large grids, which may be
quite homogeneous, nanogrid is much more heterogenous
and thus has attracted lots of research efforts recently [44],
[46]. Navigant Research has developed its own definition of
a nanogrid as being 100 kW for grid-tied systems and 5
kW for remote systems interconnected with a utility grid
[47]. A possible application case is shown in Fig.2, in which
the increasing penetration of EVs has a significant impact
on the electricity market. For example, vehicle batteries can
serve as electricity storage nodes, supporting the stabilization

Nanogrid
Controllor

Gateway

Grid Internet

Local 

Aggregator

Database

Database

Control

Center

Nanogrid
Controllor

Gateway

Peer to Peer

Energy Trading

Energy flow
Information flow

Fig. 2. An Example for Nanogrid.

Fig. 3. System Model for HRLL Transmission in IoT.

of the electricity grid through two-way vehicle-to-grid ener-
gy transferring. These residential buildings can also become
power brokers, by storing energy in battery arrays or EVs
and then selling power back to the grid when it is needed.
Furthermore, the nanogrid is an ecosystem integrating with the
different systems, like heating, ventilating, conditioning, light
control, renewable generation, storage and EVs. There can
be more new services developed from nanogrid based on the
communication and control systems in future. According to the
ancillary services, the response time may be much shorter than
1ms for the end-to-end latency of the distribution management
system of nanogrid [46].

Besides the industrial automation, V2X service and smart
grid, there are also other applications which are not mentioned
here for space limitation. However, above three application
scenarios denote typical use cases of HRLL IoT networks,
and they have shed lights on the development of future HRLL
wireless technologies.

III. Physical Layer for HRLL Communications

In this section, we will first discuss the system model
for IoT, and then its fundamental limits under the latency
constraints. Then the more practical design principles such
as frame structure, preamble design and channel coding will
be given.
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A. System Model

An IoT end-to-end wireless transmission system model can
be shown in Fig. 3. With one/multiple antennas, the model can
also be expressed as the following formula

Y = HX +W, (1)

where X denotes the transmitting complex symbols (vectors)
and Y is the corresponding received signal, H is the channel
gain due to fading and W is additive Gaussian noise. The
latency defined here is the time consuming for the successful
end-to-end transmission of one packet/codeword, i.e.,

TTotal = TProc T X + TAccess + TTR + TProc RX + TACK , (2)

where TProc T X is the signal processing delay at the transmit-
ter, and TProc RX is the signal processing delay at the receiver.
TAccess is the time to access the channel, and TTR is the delay
for packet transmission in the air, and TACK is the time to
receive the acknowledgment. Generally speaking, TProc T X ,
TProc RX , TAccess and TTR highly depend on packet length due
to following reasons:
• Current transmitting and receiving schemes normally are

packet-wise. A shorter packet leads to less processing and
transmission delay, namely, smaller TProc T X , TProc RX

and TTR, and vice versa.
• Channel coding is packet-based as well, and the en-

coding/decoding algorithms of channel coding are very
time consuming. Short packet implies short channel code
schemes, which can reduce the delay.

• For modern channel coding e.g., Turbo codes and Turbo
product codes, an interleaver is normally used within a
packet/codeword. The delay is very sensitive to inter-
leaver size. Short packet results in short interleaver sizes
with low latency (assuming no inter-packet interleaving).

Thus for low latency communication, the length of packet
should be short. For some IoT networks, TTotal is strictly
constrained by data refresh rate. Thus, a complete packet
should be transmitted/received successfully within limited time
interval.

There are many factors could affect the transmission reliabil-
ity in physical layer, such as modulation, interleaver, channel
coding, detection schemes and decoding algorithms, etc. Some
of these factors are highly related to latency. For example, the
signal processing delay TProc T X and TProc RX highly depend
on interleaver size and channel encoding/decoding algorithms.
The sophisticated algorithms could enhance reliability, but
may deteriorate latency and power consumption. Especially,
many devices are power limited in IoT.

B. Fundamental limits for HRLL communications in IoT

In wireless communication systems, it is a challenging task
to achieve high reliability and low latency simultaneously,
particularly for resource limited communications e.g., IoT.
Many traditional techniques (e.g., strong channel codes) have
been proposed to improve reliability, but often have to sacrifice
latency. On the other hand, reducing latency with short packet
length could cause decreasing reliability, because short block

length cannot secure the large coding gain, and the size of
overhead symbols in packets (metadata), such as pilot symbols,
header and preambles, may be comparable with information
length.

Fundamental results in information theory [48] show that
when the packet length goes to infinite, there always exist a
channel coding scheme, with which the transmitting symbols
can be recovered with arbitrarily small error probability, if
the communications rates are equal to or smaller than channel
capacity, which is defined as

C = lim
ϵ→0

lim
n→∞

R∗(n, ϵ), (3)

where n is the code length and ϵ is the error probability and
R∗(n, ϵ) is the maximal rate with n and ϵ. However, [48] does
not consider the scenarios with finite packet length, namely,
finite n. In [49], the concept of error exponent is proposed and
error probability bounds are analyzed as the function of R∗

and n. In recent years, the fundamental limits of short packet
transmission have been studied and the significant progress
have been made. In [50], the tight bounds for the maximal
coding rate over various channels were derived for finite block
length. For AWGN channels, the maximal coding rate for finite
packet transmission was provided by [50]:

R∗(n, ϵ) = C −
√

V
n

Q−1 (ϵ) + O
(

log(n)
n

)
, (4)

where Q−1(·) is the inverse of Gaussian function, and the
capacity C and channel dispersion V are given by the functions
of SNR ρ

C(ρ) = log(1 + ρ), (5)

V(ρ) =
2 + ρ

(1 + ρ)2 (log e)2ρ. (6)

Substituting (5) and (6) into (4), and using normal approx-
imation log n

2n to approximate O
(

log(n)
n

)
, we have

R∗(n, ϵ) ≈ log(1 + ρ) −

√
2+ρ

(1+ρ)2 (log e)2ρ

n
Q−1 (ϵ) +

log n
2n
. (7)

To better clarify how the blocklength affects the performance,
the rate changes along the packets error probability ϵ and
blocklength n are plotted in Fig.4 for one example.

Although the normal approximation is not applicable to
determine how long a packet is needed for a certain packet
error probability in accuracy, it is still good enough to show the
trend. As can be seen in Fig.4 the maximum rate drops sharply
when blocklength and packet error probability decreases. For
example, for blocklength n < 50, it is very difficult to achieve
ϵ < 10−9 in AWGN channel.

For block fading channels, the situation may get even worse.
In [51], the rate for block fading channel was analyzed and it
was shown that

R∗(n, ϵ) = Cϵ + O
(

log(n)
n

)
, (8)

where Cϵ is the outage capacity, which defines the supremum
of all rates R satisfying Pout(R) ≤ ϵ, i.e.

Cϵ = sup{R : Pout(R) ≤ ϵ}, (9)
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fading channel by using (7) with 2 × 2 MIMO and SNR ρ = 10 dB.

where Pout(R) = P
[
log

(
1 + |H|2ρ

)
< R

]
is the outage proba-

bility. A normal approximation can also be applied to get the
solution of

ϵ = E

Q
C

(
ρ | H |2

)
− R∗(n, ϵ)√

V(ρ|H|2)
n


 . (10)

The approximation for block fading channels is plotted in
Fig.5. We can see from Fig.5 that MIMO can help to achieve
the maximum rate. Yet when the packet length is shorter than a
certain value at a certain packet error probability, the rate loss
falls dramatically and the effective information transmission
becomes impossible.

DataPreamble

Packet 1

DataPreamble

Packet 2

DataPreamble

Packet 3

(a)

Preamble Data Data Data

Packet 1

...

...

Data Data

(b)

Fig. 6. Two possible frame structure approaches for downlink low-latency
transmissions in IoT: (a) The message of individual device is encoded into
a separate packet with individual preamble; (b) The messages of all devices
are jointly encoded in a single packet but share only one preamble.

C. Frame structure and preamble design

The frame structure and preamble deign are quite chal-
lenging for low latency IoT. Many advanced receivers require
accurate channel state information (CSI), which is normally
obtained by channel estimation. However, low latency trans-
mission normally cannot allow dedicated time slots for channel
estimation for finite block length. To cope with this problem,
in downlink transmission, joint encoding all data symbols and
one copy of preamble (for estimating channels) into one packet
is preferred as shown in Fig.6 [10]. However, this scheme
requires all receiving nodes to decode all information symbols,
which may consume lots of power and increase decode latency.
Indeed, there is a trade-off between reliability and power
consumption, and [52] discussed the trade-off in detailed.

In the uplink, Lee et al. [53] proposed to use highly reliable
symbols as partial preambles and a powerful iterative receiver
is used to enhance the transmission performance for short
frames. The essential idea is how much overhead (preamble,
and error control coding redundancy symbols) is optimal in a
short frame. A pragmatic approach to the problem is proposed
in [54]. The frame structure model is shown in Fig.7. The
total frame consists of N symbols, in which k symbols are
information symbols, n − k symbols are redundancy symbols
generated by channel coding, and L symbols are preamble used
for channel estimation. From an information-theoretical point
of view, longer preamble leads to more accurate CSI, which
helps to increase detection performance. The longer codes will
also increase the decoding reliability as well. Unfortunately,
using short frame can guarantee neither long preamble nor
long codes in a frame. Thus there must be a trade-off between
the length of preamble and codes, i.e., optimum L for the
length of preamble. The tradeoff can be presented by the so-
called mismatched decoding metric, in which the imperfect
acquisition of CSI caused by insufficient pilot symbols is
considered in the decoding process. Gallager’s random coding
bound [49] and sphere packing bound were taken as the
upper and lower bounds for mismatched decoding framework,
respectively. For roughly estimating how long a preamble is
necessary for a certain length packet, we employs Gallager’s
random coding bound as the reference. The mismatched de-
coding means that the general detection/decoding model (in
Fig. 3) does not have to know channel perfectly. That is, the
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Fig. 7. A frame structure for pragmatic approach [54]. A frame consists N
symbols, which are divided into L-symbol preamble, k-symbol information
data and (N − k − L) redundancy.

channel estimation Ĥ may not match the CSI matrix H. Let ĥ
be a realization of Ĥ, then channel estimation error ∆ = h− ĥ
is complex normal distributed with zero mean and variance
2σ2/L. For such a channel estimation ĥ, it is discovered from
[55] that the Gallager’s random coding bound is

PG = 2−nEG(Rc,ĥ), (11)

where

EG(Rc, ĥ) = max
0≤ρ≤1

sup
s≥0

(
Eo(s, ρ, ĥ) − ρRc

)
, (12)

where

Eo(s, ρ, ĥ) = − log2 E

E (W(Y |X′; ĥ)

W(Y |X; ĥ)

)s ∣∣∣∣∣∣X,Y
ρ , (13)

where W(Y |X; ĥ) is the complex Gaussian transition probabil-
ity function under imperfect channel estimation ĥ

W(Y |X; ĥ) =
1

2πσ2 exp
(
− 1

2σ2 |y − ĥx|2
)
. (14)

By Gallager’s random coding bounds, we can find the suitable
length of preamble when the packet size is fixed. For example,
Fig.8 and Fig.9 show the SNR required to achieve a PER of
10−5 for various preamble lengths for packet lengths are 128
and 256, respectively. The channel code rate is assumed to be
0.5 and the channel is AWGN. It can be inferred from the
figures that the preamble length L around 12 and 25 might
be the optimum for packet lengths N = 128 and N = 256,
respectively.

D. Channel coding for HRLL Communications

To achieve high reliability, channel coding is a natural
choice since with low-latency constraints, retransmission may
not be optimal. As a forward error control (FEC) strategy,
channel coding has been developed for many years, from
algebra codes (e.g, BCH codes, Reed-Solomon codes), con-
volutional codes (CC), to more recently Turbo codes, sparse
matrix-based codes (e.g., LDPC codes, Fountain codes) and
polar codes. In Table. IV, we give the timeline and applications
of some typical channel codes, especially those related to
wireless communications. To achieve high reliability and large
throughput, modern coding schemes (e.g., Turbo codes, LDPC
and Polar codes) normally have large block length, namely, in
terms of tens of thousands bits per codeword [56], which may
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not be suitable for low-latency applications. Thus, efficient
channel coding schemes with finite length should be devel-
oped for HRLL communications. Moreover, the encoding and
decoding latency is also important for HRLL communications.
Furthermore, the energy-efficient coding schemes are also
important, for certain IoT scenarios, e.g., battery-powered
sensor networks. In what follows, we will first give a brief
review on principles of HRLL channel codes, and then a few
typical channel coding schemes will be discussed for HRLL
communications.

1) Design Principles:

• With finite block length, the error rates will be non-
negligible, which however should be reduced to a reason-
able level. Turbo and LDPC (low-density parity-check)
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TABLE IV
A brief review of channel codes for various applications and timelines. Here DSC, RM, TCM stand for deep space communications, Reed-Muller, Trellis

CodeModulation, respectively.

Year App. Codes Year App. Codes

1950 Data Storage Hamming Code 2008 Wireless
HART

No

1970s DSC R-M Codes 2009 IEEE
802.11n

CC, LDPC

1980s TCM CC 2009 PNO/WSAN
Repeated
codes

CRC

1992 GSM CC 2011 3GPP
V10.1.0

CC
Turbo codes

1999 IEEE
802.11a/b CC 2012 IEEE

802.16m
CC, Duo-binary

Turbo codes

2000 CDMA
2000

CC
Turbo codes

2012 LTE-
Advanced

CC
Turbo codes

2000 TD-
SCDMA

CC
Turbo codes

2012 IEEE
802.11ac

CC, LDPC

2000 WCDMA CC, RS+CC
Turbo codes

2012 IEEE
802.11ad

RS, LDPC

2003 IEEE
802.11g CC 2014 ISA100.11a No

2006 IEEE
802.16e

Turbo codes
LDPC

2016 5G draft LDPC
Polar codes

like codes are more recently developed coding schemes.
However, they normally have error floors with finite
block length (i.e., a few hundred bits or even shorter)
at medium-to-high SNR regions. Some solutions have
been proposed to mitigate the problem. One solution is
to increase the coding field size, namely, from binary
codes to high order Galois fields, such as nonbinary
(NB) Turbo codes and NB-LDPC defined over GF(256).
With larger field sizes, the minimum Hamming distance
is enlarged, and thus lower error floors are achieved,
compared to their binary counterparts. Another solution
is concatenated or evolved coding schemes, such as
concatenated Reed-Solomon (RS) and CC codes, RS-
based LDPC codes, and LDPC-CC, which show improved
error floor performance, relative to individual component
codes.

• The decoding latency should be considered, especially
from a practical implementation aspect. By increasing to
higher field sizes, or the concatenation of two coding
schemes, the error floor performance can be improved.
However, the decoding latency may be increased. For
example, RS and NB-Turbo concatenated codes have
better error floor performance. However, computation
complexity (and latency) may be greatly increased in high
field sizes. For coding schemes with iterative decoding
algorithms, the schemes with parallel processing capabil-
ity, e.g., LDPC codes are preferred, relative to those with
sequential processing, e.g., Turbo codes.

• The coding schemes should also be optimized for burst
error correction [7]. In typical IoT application scenarios,
due to the movement of the vehicles, electromagnetic
radiation from switching on/off of high power appliances
and coexistence of different wireless devices, there may
be strong continuous interference leading to burst errors.

To combat burst errors, interleaving/de-interleaving is
often used. However, for finite code length, the error cor-
rupted bits by continuous interference cannot be scattered
far apart enough. Hence there may be still burst errors in
the de-interleaved packets.

• For battery-powered IoT devices, the codes should be
energy efficiency. If the extra power consumption for
channel encoder/decoder exceeds the transmitted power
savings due to using the codes, then the codes may not be
energy-efficient compared with an uncoded system. Thus
the strong codes with high code rate are preferred, since
they can offer the better reliability with less redundancy
bits. The candidates coding schemes could be LDPC or
polar codes. Except for adopting low complexity decod-
ing algorithms to reduce the power consumption at de-
coder, decoding control schemes, such as stopping criteria
[57], [58], can be employed to reduce the unnecessary
computations for decoders.

2) Advances of Codes for HRLL Communications: In what
follows, we will discuss some commonly used codes for HRLL
communications.
• LDPC types of codes. Actually, in terms of decoding

latency, LDPC codes may be preferable for the inherent
parallel decoding. In [59], finite-length NB protograph-
based (NBPB) LDPC codes are proposed, which choose
the edge weights and show coding gains in about 256
bits of code length. In [60], NB-LDPC codes in a field
of GF(256) have a parallel decoding structure and greatly
reduce decoding latency. As rateless codes, LT codes and
Raptor codes [61] show flexibility in error controlling ca-
pability and are used in multimedia dissemination. Raptor
codes show excellent performance for large block length
with iterative decoding in erasure channels. For finite
block length, Raptor codes also show good performance
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with ML decoding [61]. However, for noise channels, the
results for finite length Raptor codes are still limited.
As a recent breakthrough in coding theory, polar
codes proposed in 2009 theoretically show the capacity-
achieving capability for symmetric binary-input mem-
oryless channels [62]. The basic decoding scheme for
polar codes is the SC (successive cancellation) algorithm.
However, for BER/PER performance, polar codes may
not necessarily be better than Turbo codes or LDPC
codes for finite packet lengths, even with high-complexity
ML decoding. Thus, a cyclic redundancy check (CRC)
aided decoding strategy was proposed and demonstrated
a gain of about 0.5-1 dB over Turbo codes and LDPC
codes, for the rate-1/2 polar code with a packet length of
1024 bits at PER 10−4 [63], [64]. For polar codes with
finite length, the SC listing algorithm, the ordered statistic
decoding (OSD) algorithm, and the SC stacking algorithm
are proposed [65]–[67]. These algorithms have greatly
reduced decoding complexity. As a result, the CRC-aided
polar codes have been proposed in the 5G standard for
short block length communications. Meanwhile, the SC
decoding algorithm can operate in parallel by exploiting
combinational logics, and thus shorten decoding latency
[68]. For a polar code with packet length of 1024 bits,
the parallel decoding structure can reach a throughput
of 2.5 Gbps. To achieve higher throughputs while avoid
BER/PER loss, a better alternative is the highly paralleled
belief propagation (BP) decoding algorithm. Based on
the sub-factor graph freezing technique proposed in [69],
the average number of iterations is reduced to obtain a
throughput of 13.9 Gbps, for a rate-1/2 polar code with
packet length of 1024 bits.

• Classic algebraic codes
With the advantage of their algebraic structures facili-
tating hardware implementation, cyclic codes have been
widely applied. BCH codes are among the most important
cyclic codes. With low processing latency, flexible code
rates and packet lengths, BCH codes are used in flash
memory and optical communications [70]. In general,
for algebraic codes, decoding complexity is lower for a
coding scheme defined on a smaller field size, but also
has less error correction capability for burst errors. RS
codes, a subclass of BCH codes defined over high order
GF(2M) with M-bits each symbol, have showed excellent
burst error correction capability, and have been applied
in industrial IoT for various scenarios [71]. With similar
code rates, RS codes have better BER/PER performance
than BCH codes, and the improvement becomes larger
with increased SNR. In medium-to-high SNR regions,
RS(63, 55) codes with a code rate about 0.88 outperform
the BCH(63, 45) code with a code rate of about 0.7.

• Convolutional Codes (CC)
In contrast to block codes (e.g., LDPC, RS codes),
the encoder and decoder of CC are continuous and do
not have to wait the whole codewords for delivering
encoded and decoded symbols. Thus, CC has an in-
herent advantage over block codes in terms of latency.
For short packet communications, e.g., less than 100
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Fig. 10. Error rates (BER/FER) of LDPC-type codes, algebraic codes and
CC with finite block length in AWGN channels

information bits, CC can approach the lower bounds of
block codes, and show better BER/PER performance than
binary block codes [72], [73]. With the larger number
of states, constraint length, and decoding window length,
better BER/PER performance can be achieved [74], [75]
for CC. However, meanwhile, the decoding latency will
increase correspondingly. Latency comparisons between
CC and block codes have been investigated in [72], [76].
Although ML and iterative decoding can offer optimal
or near optimum BER/PER performance, considering the
tight latency requirement, Viterbi and stack sequential
decoding are still the best choices in practice [77], [78].
For CC with constraint length no more than 10, Viterbi
decoder is preferred, but due to the exponential increased
complexity with respect to constraint length, the stack
sequential decoder performs better for larger constraint
length (for example, larger than 10).

In Fig. 10, we compare the error rates (BER/FER) of LDPC-
type codes, algebraic codes and CC with finite block length
in AWGN channels. From simulation results, we can see
that non-binary LDPC (e.g., NBPB) codes have excellent
performance in PER and they also outperform Polar codes
for finite length. Systematic Raptor codes are not suitable for
finite length coding. Both Turbo codes and LDPC codes have
excellent performance in term of BER.

IV. MAC Layer Design for HRLL IoT Networks

One of largest challenges in current IoT networks is to
meet increasing reliability and latency requirements under
frequency and energy resource constraints. Especially, the IoT
networks may be heterogeneous and power limited (e.g., those
powered by batteries). Therefore, in addition to improving the
physical layer, we should also develop the resource-efficient
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scheduling in the MAC layer for HRLL IoT networks. The
resource-efficient scheduling of IoT networks mainly focuses
on spectrum-efficient and energy-efficient management. These
resource-efficient management techniques aim to maximize
the spectral efficiency and energy efficiency, with latency and
reliability constraints. In what follows, we shall review the
resource-efficient management solutions for HRLL and the
efficient congestion control mechanism design for reducing
scheduling (queuing) latency, as well as a promising grant-
free scheduling scheme in details.

A. Spectrum-efficient and Power-efficient Resource Manage-
ment

Currently, the spectral efficiency is one of the main per-
formance indicators for designing and optimizing wireless
networks. In what follows, we shall provide the review of
spectrum-efficient scheduling strategies for mission-critical
communication and discuss their suitability for HRLL IoT
communications. In [79], [80], the schemes of minimiz-
ing QoS-constrained spectrum allocations were proposed for
HRLL communications. Particularly, reference [79] adopted
the statistical multiplex queueing mode to reduce the band-
width for ensuring queueing delay requirement, by which
the packets to different devices were waiting in one queue
at the buffer of transmitting nodes. The bandwidth schedul-
ing was first optimized with given delay components, and
then the uplink and downlink bandwidth was optimized for
the given end-to-end latency. The simulation results showed
that the joint two-step algorithm required half of the total
bandwidth of the non-joint optimization. Based on above
approaches, reference [81] applied the delay-sensitive area
spectral efficiency (DASE) as the objective function, which
sought to minimize the total bandwidth consumed by the
devices and simultaneously ensure the strict QoS constraint
on reliability such that the DASE was maximized. Moreover,
to achieve the different requirements associated with different
application scenarios, the HRLL communications schemes
with various application scenarios such as industrial process
automation [82], factory settings [83], and typical indoor
environments [84] were investigated. Additionally, from the
view of spectrum effectiveness, the HRLL communications
related to utilizing the unlicensed spectrum were surveyed in
[85].

Since energy efficiency is a very important metric in wire-
less IoT networks under latency and reliability constraints, and
many results are reported on energy efficiency and HRLL
designs for various IoT applications [86]–[88]. In [86], a
scheme of joint optimized transmit power, bandwidth and the
number of active antennas for energy efficiency in HRLL com-
munications was studied. For HRLL V2V communications,
a RSU-assisted virtual clustering mechanism was proposed
in [87], where RSU grouped vehicles into pairs of virtual
zones over the set of allocated RBs. The proposed mechanism
aimed to allocate the resources of each vehicle such that
the total power consumption of the system was minimized,
and meanwhile queueing latency and reliability constraints
are satisfied. In [89], for achieving HRLL V2X transmission,
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Fig. 11. An OFDMA cellular network with D2D communications. The solid
line shows the cooperative transmission between CUs and D2D transmitters
and direct uplink transmission for CUs while the dashed line shows the D2D
pair links. The D2D users with the same color represent the initial D2D pairs.
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Fig. 12. Timeline illustration renewal frames for the system.

energy consumption was reduced through a semi-centralized
and distributed dynamic power allocation scheme. Moreover, it
was shown that there was tradeoff between latency and energy
efficiency. In [90], the inherent energy-latency tradeoff was
investigated in HRLL communications with retransmissions.

For the use cases we discussed before, we summarize the
resource management for HRLL communication in Table.V,
where the specific latency includes queuing delay, access
delay, feedback delay, transmission/retransmission delay, and
end-to-end (E2E) delay. However, there may be tradeoffs
between latency and reliability. For instance, improving re-
liability by retransmissions and opportunistic radio channel
aware scheduling techniques may increase latency.

To highlight the importance of spectrum-efficient and
power-efficient in HRLL IoT communications, we will give
an example on the dynamic uplink transmission for an OFDM
access (OFDMA) cellular network with D2D communications
[103]. Consider the uplink of a cellular network consisting of
a single BS and a set N = {c1, c2, . . . , cN} of N cellular users
(CUs) located in the edge area under its coverage, as shown
in Fig. 11. There is a set D(tx) = {dtx

1 , d
tx
2 , . . . , d

tx
M1
} of M1

D2D transmitters, and the set of M2 D2D receivers is denoted
as D(rx) = {drx

1 , d
rx
2 , . . . , d

rx
M2
}. The D2D transmitters consume

transmit power to relay mobile cell-edge cellular users for
uplink transmission in exchange for bandwidth from cellular
users for D2D communications. In [103], the D2D pairs can
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TABLE V
Summary of important surveys on resource management for HRLL

Case Reference Approach Main contribution

Queuing delay

[84] Reduce inter-cell interference Reliability can be enhanced via dealing with inter-cell interference effectively
for a typical indoor environment.

[91]
Path/route selection and rate allocation The decrease of latency is up to 50.64% and 92.9% with a guaranteed probability

of 99.9999%. No explicit focus on IoT.

[92] Packet schedulers
Applying the scheduler at an eNB each TTI, some network-wide utility function
can be improved by allocating RBs to various flows/UEs.

[93], [94] Lyapunov concepts based dynamic al-
gorithm

Propose utility-delay control approach resorted on Lyapunov concepts with joint
variable channel condition and queue.

[95] MEC and caching
A comprehensive survey on joint radio-and-computational resource management
for heterogeneous services. No explicit focus on IoT.

Access delay
[82] Pre-allocation scheme based on the

semi-persistent scheduling technique
Focusing on the uplink access in industrial process automation, the low spectrum
utilization issue can be addressed by DPre.

[96]
Enhanced Grant-free transmission Describes various design to enhance the reliability for low latency grant-free

uplink data transmission including repeated transmissions, feedback control, etc.
Retransmission,
feedback delay [89] Retransmissions in the finite block-

length regim
A discussion of energy-latency tradeoff in URLLC, along with the promising
solution for it, which considers the number of rounds, the blocklength and the
transmit power.

Transmission
delay [97] Variable-rate pilot and diversity An investigation on how to exploit variable-rate URLLC scheme for improving

spectral efficiency.

E2E delay

[79]
Statistical multiplexing queuing mode An elaboration of packet delivery mechanism from an E2E perspective on

technology and promising solution. No explicit focus on IoT.

[81], [86], [98]
Proactive packet dropping mechanism URLLC-constrained transmission design by joint optimizing the packet error

probability, queueing delay violation probability, and packet dropping probabil-
ity.

[99]–[102] Diversity/short transmission intervals Diversity via which high reliability communications in a fading channel can
be enhanced by utilizing variations in time, frequency, and space to ensure
communication robustness.

move around within the area covered by the BS, while the
CUs move around the edge area of cellular network, which
can be regarded as a renewal system when the system state
is refreshed. For every frame, a new peer selection strategy is
implemented that affects the frame size. Thus, the infinite-
horizon optimization problem has variable length renewal
frames. The time slots between two consecutive selection form
a frame and the successive frames of duration {T [0], T [1], ...}
are shown in Fig. 12. Define t[0] = 0, and for each positive
integer r defined in t[r] as the time at which the selection
process event is triggered for the rth time as

t[r] ,
r−1∑
i=0

T [i]. (15)

Under spectrum-power trading scenario above, the energy
efficiency of CU is defined as the ratio of its achieved data
rate and its overall power consumption, i.e.,

EECU
n =

RCU
n

p̂n
∑M

i=1

(
1 − ynx(n)

dtx
i
ω(n)

dtx
i

)
Bn

, (16)

where Bn and p̂n are the assigned bandwidth and the fixed
transmit power density of CU cn, respectively. x(n)

dtx
i

is the D2D
transmitter, and dtx

i is the relay selection indicator of cellular
user cn, defined as

x(n)
dtx

i
=

 1, if dtx
i is selected for relaying CU cn,

0, otherwise.
(17)

yn ∈ {0, 1} denotes the cooperative D2D communication mode
selection for CU cn ∈ C. ω(n)

dtx
i

is the trust level between CU cn

and the D2D transmitter dtx
i .

P

C D
R . .

Fig. 13. Average EE of cellular users versus maximum transmit power of
the D2D transmitters.

Our goal is to maximize the average energy efficiency of
cellular users, while high-reliability is achieved. Fig. 13 shows
the average energy efficiency of cellular users achieved by the
Lyapunov based drift-plus-penalty algorithm, the branch-and-
bound scheme, the random selection scheme, and the scheme
that only selects the base station. From simulation results, we
can see that the average energy efficiency of cellular users
achieved by the drift-plus-penalty algorithm and the branch-
and-bound scheme increases as the maximum transmit power,
pmax, increases, and they outperform the other two schemes.
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B. Congestion Control Mechanism Design

For MAC layer, it is desired to design an efficient con-
gestion control mechanism, to achieve both high utilization
and fairness while guaranteeing low bottleneck queue length
and minimizing congestion-induced packet drop rate [104]–
[106]. For instance, the authors in [104] proposed an adaptive
congestion control protocol by combing the estimation of the
bottleneck queue size and a measure of fair sharing for high
bandwidth-delay product networks. In order to achieve the
minimum queue length, minimum network latency, and high
link utilization, a congestion control mechanism based on
heterogeneous flow with different packet sizes and different
round-trip times was presented in [105]. Considering sharing
the bandwidth, a price-based distributed congestion control
was introduced in [106] to maintain a bounded queueing
delay when competing with other delay based flows, and
avoid starvation when competing with loss based flows. More
and more researchers exploited the underlying support of
multi-channel communication to address the delay problem
[107]–[110]. Specifically, a channel access policy based on
multi-band communication and time division was proposed
in [107] to enhance the system performance with respect
to energy saving and latency compared to S-MAC protocol.
For an ambient assistant living systems, the authors of [108]
studied the effects of a distributed time slot scheduling, the
channel assignment algorithm and the route establishment on
the packet delivery ratio and latency, taking into the cost of
switching channel into account. The performance of IEEE
802.11e enhanced distributed channel access (EDCA) was in-
vestigated in [109] concerning contention-based differentiated
channel access for frames of different priorities in wireless
LANs. Moreover, some works focused on the nodes with
the capability of sleeping [111], [112]. For example, Liu et
al in [111] pointed out that alleviated packet accumulation
and latency can be achieved for the nodes with a sleep
schedule by adaptively adjusting the traffic load measured
online. Furthermore, considering that fixed wakeup schedules
may not meet the delay constraints when multiple sensors
compete for the event delivery at the same time, the authors
of [112] proposed a MAC protocol with much lower energy
consumption for both single-source and multi-source events.
Additionally, since the frame structure plays an important role
in determining the system performance of IoT in terms of the
delay and reality, investigating the design of frame under the
MAC layer is needed [113]. A practical example is that the
authors of [114] designed a protocol discarding DATA frames
prior to the transmission if the permissible latency cannot be
met even if the DATA frame is transmitted. Besides the high
efficiency congestion control mechanism design, in order to
deal with massive connectivity for HRLL communication in
IoT, the low latency grant-free scheduling as introduced below,
is a potential solution.

C. Grant-Free Access

With the rapid increase of IoT devices and service, there
is increasing pressure for new medium access control (MAC)
protocols to support massive and heterogenous IoT devices

and services with HRLL requirements for the future wireless
networks. Traditionally, reserved time/frequency slots are used
to send the schedule request (SR) in order to request resources.
Thus, a number of dedicated slots will be occupied by the
MAC signaling. Such a MAC protocol is termed as grant-
based access (GBA) protocols. However, long round-trip time
has to be used for the handshaking in GBA protocols be-
fore the granted slots are arranged for the coming payloads
transmission. To improve the efficiency and simplify access
protocols, grant-free access (GFA) is proposed to avoid the
handshaking and waiting delay during the resources schedul-
ing phase. The basic idea of GFA is to permit the UEs
randomly choosing the certain slots to send their payloads
(information). Thus the time-consuming resources scheduling
and allocation overhead/delay is skipped. Clearly, GFA can
largely reduce the latency for skipping the scheduling steps
and can also reduce the overhead, which is non-trivial for finite
block length transmission. Due to collisions caused by possible
transmissions of more than one UE over the same slots, the
unwanted interference would deteriorate the reliability, or even
worse, fail to identify the UEs. By sophisticated design GFA
protocols, the receiver could accomplish identification and
decoding simultaneously. It has been shown that GFA can
achieve higher throughput and much lower latency compared
to the original GBA scheme [115].

Several access control schemes are proposed to balance
the performance degradation and the system efficiency trade-
offs [115]–[119]. The performance comparison between GBA
and GFA is studied in [120]–[124]. The results in [125]
reveal that GFA can achieve higher throughput under proper
retransmission limits. The results of HRLL communications
in an outdoor macro scenario are presented in [121], [122],
which show that GFA outperforms GBA in terms of latency
at the target reliability and achieves the maximum payload
with the smallest latency performance degradation [121]. In
addition, the asynchronous GFA scheme for short packet
communications is investigated in [123], and the reliability,
delay, battery lifetime, energy efficiency and spectral efficiency
are evaluated as its performance matrices.

Non-orthogonal multiple access (NOMA) has been iden-
tified as a promising technology in future IoT systems by
sharing the same radio resources (e.g., power domain, code
domain). Thus NOMA can enhance the massive connectivity
of IoT applications [126]–[130]. Due to the limitations of the
conventional random access for massive cellular IoT systems
(e.g., preamble collisions and different QoS requirements etc),
random NOMA is proposed in [126] and extended to practical
considerations. In order to reduce the latency of NOMA,
GFA is a nature choice. The NOMA-GFA performance is
analyzed and optimized in [127]. Specifically, the analysis
of massive grant-free code-domain NOMA is discussed in
[128], [129]. Furthermore, pattern division multiple access
(PDMA) is applied in the grant-free scheme in [130], in which
allocating resource and lowering latency are investigated in
details.

To demonstrate the benefit of employing GFA in HRLL
IoT networks, we consider the outage probability as a perfor-
mance metric, which is studied in [120]. To meet the HRLL
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(a) Grant-based Access
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Fig. 14. The models of grant-based and grant-free access: (a) Grant-based
access, 1 UE transmission over dedicated channel; (b) Grant-free access, µ
UEs share one channel and a target UE gets access by contention, but the
collision may be introduced by other ν active UEs.

requirements, we adopt the finite blocklength coding theory
with a particularly short packet length, namely, 100 bits per
packet to recalculate the outage probability. This is equivalent
to evaluate the reliability within a certain latency constraint
for GFA. Assume that there is only one channel allowing
the uplink access, and the transmission circle is identical
for both GBA and GFA, as shown in Fig.14. That is, GBA
and GFA consume the same number of transmission time
intervals (TTIs) to complete a packet transmission. Clearly
for GBA, the UE first sends a scheduling request to the
BS. The BS replies to the scheduling request and assigns
the dedicated resources to indicate where the payload to be
transmitted, and then sends back a scheduling grant (SG)
indication signaling to the UE. The time consuming for such
a GBA scheme thus is the summation of time for scheduling
request phase TS R, BS processing phase TBS P, scheduling
grant phase TS G, processing phase for UE TUE P and packet
transmission phase Tpacket. Without loss of generality, we
assume TS R = TBS P = TS G = TUE P = Tpacket = TTT I .
Thus at least 5 TTIs are needed to finish an interference
free packet transmission in one circle for GBA. The error
probability of a signaling message, whose errors occur in
scheduling request and feedback message, is unified to be
the same and denoted as ϵs. To compare with GBA, we
consider the simplest blind procedure GFA, in which the UE
transmits its payload ν times in J consecutive TTIs over shared
resources without any feedback, in which the transmission
could possibly be interfered by other active UEs. Due to
interference, errors are unavoidable during the transmission for
GFA. Thus there are two types of potential errors. One is the
missed UE identification with probability ϵI . The other is the
data decoding error probability ϵd(ν) caused by ν other active
interfering UEs. An UE is assumed to be equipped with one
transmitting antenna and a BS has M receiving antennas, for
which the maximum ratio combining (MRC) is assumed. An
outage event occurs when the mutual information supported
by the instantaneous receive SNR is less than the target data
rate, which can be used to evaluate the performance for both
GBA and GFA under Rayleigh fading channels with the same
latency constraint [120].
• Outage probability for GBA [120]

The decoding of GBA can be viewed as a collision-free
transmission and the probability for correct decoding is

P0
d = 1 − ϵ(0). (18)

Considering the possible signaling message error at
scheduling request and scheduling grant feedback phases,
the outage probability for GBA is

PGBA
outage = 1 − (1 − ϵs)2P0

d. (19)

• Outage probability for GFA [120]
For the totally J repetition transmission, the outage prob-
ability for GFA can be written as

PGFA
outage = 1 −

J∑
J′=1

 J′∑
j=1

ϵ
j−1
I (1 − ϵI)J′− j+1(1 − Pd)J′− jPd

 ,
(20)

where Pd is defined as the probability of correctly decod-
ing a packet

Pd =

µ−1∑
ν=0

Pc(ν)[1 − ϵ(ν)], (21)

where Pc(ν) is given by

Pc(ν) =
(
µ − 1
ν

)
Pνa(1 − Pa)µ−1−ν. (22)

Assuming information transmission by each UE follows Pois-
son distribution, we have Pa = J(1 − e−λ). For decoding error
probability ϵ(µ), we will use the formulas for finite blocklength
coding theory shown in Section III.A, namely, the normal
approximation (10) for the maximal rate and error probability.
Considering the interference from ν other UEs, the estimation
of error probability ϵ(µ) is obtained by averaging over the
distribution of the SINR fρ,ν

ϵ(ν) =
∫ ∞

0
Q

C(x) − R∗(n, ϵ)√
V(x)

n

 fρ,ν(x)dx, (23)

where fρ,ν(x) is the SINR distribution and the BS uses an
MRC scheme over flat Rayleigh channel by assuming all the
interferers have the same average SNR ρ [131], and


fρ,0(x) =

xM−1e−x/ρ

Γ(M)ρM ν = 0,

fρ,ν(x) =
xM−1e−x/ρ

Γ(M)ρM+ν

M∑
m=0

(
M
m

)
Γ(m + ν)ρm+ν

Γ(ν)(x + 1)m+ν ν > 0,

(24)
where Γ(·) is Gamma function. By taking the transmission
requirements for FA listed in Table.I, we simulate two example
systems to study the performance of grant-free access in terms
of outage probability. It is assumed that 20 UEs share a 10MHz
bandwidth with packet length 100 bits for both cases. The
diversity is set to 1 × 4 SIMO, i.e., 1 antenna for UE and 4
antennas for the BS. The ϵs and ϵI are set to be min(10−5, 1−
Pd).
• LTE-A system
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Fig. 15. Outage probability comparison for a mini-slot structure LTE setting,
GBA vs GFA.

For current LTE-A systems [132], the mini-slot structure
for possible HRLL usage is defined in [133]. The min-
imum TTI duration is 2 OFDM symbols and subcarrier
space is 15kHz. The outage probabilities that GBA and
GFA (blind access) could achieve under different packet
arrive ratios are shown in Fig.15. It can be seen clearly
that the reliability of GFA would be much better than
GBA at the same latency level.

• Possible 5G system
In [134], a possible system design for 5G FA scenarios
is proposed. The objective of the design is to achieve
the target PER=10−9 within one way delay budget 1 ms.
The subcarrier space is 75kHz and an OFDM symbol
duration is 14.3µs. The outage probabilities of GBA
and GFA are shown in Fig.16. Compared with Fig.15,
it can be seen clearly that GFA outperforms GBA at
low-to-medium packets arrival rates, but the performance
loss can be observed at very high packets arrive rates.
This is due to that the scheme in [134] possesses the
larger bandwidth over each sub-channel. Thus, in recent
discussed 5G standards, the subcarrier space is suggested
not to exceed 30kHz [135] for achieving high reliability
and low latency.

Although GFA can improve system efficiency theoretically,
there are many practical considerations for the technique to be
used for IoT, which deserve more attentions [136]–[140]. The
GFA cannot be implemented without proper channel estima-
tion and synchronization. Thus it is compulsory to accomplish
synchronization, channel estimation, users identification and
multi-user detection in a single shot for HRLL transmission
[136]. Due to the feature of the sporadic traffic, compressed
sensing technique is studied in [137] to formulate user de-
tection and channel estimation problems jointly, and then an
efficient approximate message-passing method is employed
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Fig. 16. Outage probability comparison for possible 5G setting for factory
automation [134], GBA vs GFA.

to improve detection threshold significantly. With massive
devices connected in the massive MIMO regime, a two-
phase GFA scheme is studied in [138]–[140], in which a BS
simultaneously detects the active users and estimates channel
by using non-orthogonal pilot sequences in the first phase,
while transmits the payload in the second phase. Based on the
same system model, achievable transmission rate obtained in
[140] can be utilized as the guideline to design the optimum
detection method and the corresponding pilot length.

V. Network Layer Analysis and Design for HRLL IoT

In the network layer, latency is a random variable due to
various reasons e.g., dynamic traffic or variations in channels.
For IoT networks, traffic can be bursty in e.g., accidence
or busy hours or lots of working nodes. Thus, it is also
quite valuable to consider how network layer impacts the
latency of IoT networks. To theoretically analyze the latency
in the network layer, network calculus can be used. The main
factors impacting latency include traffic, service capability and
memory size etc. Among them, traffic and service capability
can be optimized by network planning, which includes e.g.,
network structure and traffic allocation. From the network
structure aspect, we can optimize latency by traffic dispersion
or network densification etc. Briefly, the traffic dispersion will
split the data flow into multiple sub-streams, each of which
will be sent through an independent path. Thus, the traffic
of each path is reduced. For the network densification, we
can densify networks using more nodes, which lead to higher
capacity of each path (especially for wireless IoT networks).
Then, each node may have higher service capability. Traffic
allocation is feasible for more complex networks, in which
there are multiple hops from the source to the sink and multiple
channels within each hop. More details on network planning
are as follows.
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Fig. 17. traffic dispersion.

Fig. 18. network densification.

A. Network Structure Optimization

To illustrate the main idea of optimizing the network
structure for low latency, let us consider a fluid-flow, discrete-
time queuing system with a buffer of infinite size, within time
interval [s, t), 0 ≤ s ≤ t, the non-decreasing bivariate processes
A(s, t), D(s, t) and S (s, t) are defined as the cumulative arrival
traffic to, departure traffic from, and service offered by the
server, respectively. We assume A (s, t), D (s, t) and S (s, t) are
stationary non-negative random processes, and their values are
zeros whenever s ≥ t. To simplify illustration, we assume a
constant arrival rate λ for incoming data traffic. Thus, we have
A (s, t) = λ · (t − s) for any 0 ≤ s ≤ t. Two schemes of network
structuring, i.e., traffic dispersion and network densification
can be illustrated as follows.
• For traffic dispersion (as shown in Fig. 17), the arrival

traffic is firstly partitioned into multiple sub-streams by
the data splitter. More rigorously, given a set of determin-
istic splitting coefficients (z1, z2, · · · , zn), where

∑n
i=1 zi =

1 and zi ∈ (0, 1) for any 1 ≤ i ≤ n, the ith sub-stream
Ai (s, t) is obtained as Ai (s, t) = zi ·A (s, t). Then, each sub-
stream is independently served and delivered towards the
receiver through the pre-defined path. Finally, the receiver
combines all sub-streams through the data merger from
different paths, and thereby forming the output traffic.
To simplify illustration, we assume independent paths
(assuming no interference in the physical layer). Thus, the
principle of traffic dispersion is to decompose the original
heavy arrival traffic into multiple lighter ones, thereby to
avoid a large queue in the buffer, namely, traffic reducing.

• For network densification (as shown in Fig. 18), multiple
relay nodes1 as servers are deployed along the source-
destination transmission path. For the concatenation of
relying nodes, the output traffic from one relay can be
treated as the input traffic for the subsequent connected
relay. The application of multi-hop relaying follows cer-
tain scenarios of dense wireless IoT networks. Similar

1We assume full-duplex relay nodes with negligible self-interference for
simplifying network layer analysis.

to traffic dispersion, it is feasible to assume independent
channel conditions on multiple hops. In contrast to traffic
dispersion, the mechanism of network densification is to
deploy a large number of relay nodes between the given
source and destination, which can potentially increase
the capacity of each hop via shortening the separation
distance between adjacent nodes, thereby increase the
end-to-end service capability. The effects of network
densification is pronounced for IoT networks since the
transmission power of IoT nodes normally is limited due
to e.g., limited battery capacity etc. Thus, shortening
transmission distance by network densification can sig-
nificantly increase the channel capacity and thus service
capability. Note that the network densification is applied
mostly for wireless networks, e.g., major of IoT networks.
For wired IoT networks, the analysis and performance of
network densification may be quite different.

• Moreover, combining the benefits of traffic dispersion and
network densification, hybrid schemes are proposed in
[141]. In hybrid schemes, the original arrival traffic is
firstly divided into multiple sub-streams by data split-
ter. Subsequently, these sub-streams are allocated with
independent paths for data transmission, and each path
consists of multiple relay nodes. It is evident that, this
combination takes advantages of traffic dispersion and
network densification, i.e., offloading the arrival traffic
and enhancing the service capability.

In Fig. 19, we compare the performance of different network
planning approaches [141]. As we can see from the figure, for
different arrival rates, different schemes will be optimal. For
instance, in the low rate regions, densification may be better
and in the high rate region, dispersion will be optimal. In the
middle rate region, the hybrid rate region may be the best
choice. Thus, we should optimize network plan according to
expected traffic arrival rates, from the aspect of latency.

B. Traffic Allocation

In addition to optimizing the network structure, we can also
improve latency performance by optimizing traffic allocation
among channels in the networks, namely, traffic allocation.
Consider a multi-hop network with multiple buffer-aided relay
nodes and each hop having multiple channels. In the source
or the relay nodes, the first-in-first-out (FIFO) rule applies
to traffic in the queue of each buffer. Then, traffic allocation
will assign the traffic to the individual channels in the source
and relay nodes. That is, the traffic at each node (non-sink)
is decomposed into a few fractions, which are then pushed
into the channels connecting to the next hop, one fraction per
channel. The decomposing can continue along the path from
the source to the sink. In the relay nodes, the receiving and
the transmission can be simultaneous. That is, the relay node
work in a full-duplex mode. Traffic allocation has significant
impacts to the end-to-end latency for the multi-hop networks
with multi-channels in each hop since the traffic congestion at
the relay nodes due to non-optimized allocation may lead to
long queues and thus large end-to-end latency [142]. Here the
end-to-end latency is the time to deliver one fixed-length file
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Fig. 19. Probabilistic delay w vs. arrival rate λ for traffic dispersion, network
densification and the hybrid scheme, respectively, with respect to violation
probability ϵw = 10−3, where n = 12 and m is the number of independent
paths.

of size 1. Clearly, the allocation of traffic should be based on
the service capability of individual channels, namely, channel
capability. In the illustration, we use a tandem networks with
n buffer-aided relay nodes and multiple channels in each hop.
The source and the destination are denoted as node n + 1 and
node 0, respectively. The hop between the node h + 1 and
h is denoted by hop h, where 0 ≤ h ≤ n. Depending the
available channel information, there are roughly two types of
traffic allocation schemes [142]: global allocation and local
allocation, which are described as follows.

• Local allocation, Mlocal: Node ζ for all ζ ∈ [n + 1] only
has the capacity information of the channels in hop ζ−1.
The traffic allocation performed at node ζ only optimizes
the transmission over channels in hop ζ − 1. This scheme
ensures that the latency in the next hop is minimized, but
is oblivious to the traffic allocations in other hops.

• Global allocation Mglobal: Node h for all h ∈ [n + 1] has
the entire capacity information of all channels from hop 0
to hop ζ − 1. The traffic allocation performed at node ζ
not only relies on channels in hop ζ − 1, but also relies
on channels in the remaining hops, i.e., from hop 0 to
hop ζ − 1. This scheme minimizes the latency through ζ
hops.

To minimize latency, we can formulate the problem to
optimize traffic allocation with the objective of end-to-end
latency. Actually, in [142], we show that for some special
networks, e.g., tandem networks with multiple channels in
each hop, the minimum latency for both allocation policies
can be derived in a recursive way. In Figure 20, performance
comparison between local allocation and global allocation is
given. We can see that with more channel information, global
allocation has better performance. Meanwhile, if the number
of channels per hop increases (higher service capability), the
latency will drop quickly.
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Fig. 20. Minimum end-to-end latency τ∗ vs. number of channels m, where
the number of relay nodes is n = 5 or 10, the capacity of each channel is
C = 1, and the size of transmitted file is 1 [142].

C. Network Coding

When the latency requirement is high, it may not be prefer-
able to use retransmission schemes, especially in wireless
networks, where there may be multiple receivers (transmitters)
and transmission errors may occur often. Moreover, in many
application scenarios, high data rates are also needed, in
addition to high reliability and low latency. For instance,
in multimedia dissemination of 5G mobile networks [143]
or multi-node industrial control networks, multiple Giga-bps
rates may be needed [6]. Yet, in short block coding, meta-
data (control information) is non-negligible, which degrades
the information-transmission rates. Based on above facts, it
is rather interesting to investigate communication and coding
schemes capable of simultaneously improving the reliability,
latency and rate performance in network layer. Network coding
[144], [145], originally proposed to increase the throughput
of multicast networks, has shown the benefits of improving
latency, throughput and reliability performances in various
scenarios. Thus, it is very valuable to consider network coding
for HRLL communications. The benefits of applying net-
work coding to HRLL wireless communications include larger
rates, reduced latency and higher reliability as detailed below.
Moreover, these benefits may be achieved simultaneously with
appropriate network coding schemes.
• Larger rate. One major benefit of network coding is

to increase information transmission rates. Though the
original work of network coding is for multicast networks
[144], [145], network coding has shown the advantage
of improving rates in various networks, e.g., two-way
relay channels [146], [147], multi-hop unicast [148] and
multiple unicast networks [149] .

• Reduced latency. Briefly, network coding can directly
reduce latency in following ways. Firstly, with higher
rates, the transmission latency can be reduced for a given
amount of information messages. Secondly, combined
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with caching (or storage systems), network coding can
substantially reduce transmission latency in some scenar-
ios, e.g., intermediate node caching or terminal caching
[150].

• Higher reliability. Network coding has also shown the
benefits in increasing reliability in various ways. Firstly,
by exploiting path diversity (namely, redundancy from
different paths of a network), network coding can be
used as network error correction codes [151], which can
effectively combat the transmission errors within net-
works. Secondly, random linear network codes (RLNC)
can provide error control capability while used in a
rateless [148] way. Compared to fountain codes, RLNC
may achieve higher rates and can work efficiently in short
blocklength.

Despite these benefits, applying network coding for HRLL
communications has mostly not been explored yet. Though
there are already many research activities on studying the
latency (delay) of network coded systems, the results are
still far from sufficiency for HRLL communications. Firstly,
the performance for existed results can hardly meet the high
requirement of HRLL communications. In [152], the benefits
of RLNC are studied in terms of delay and reliability. How-
ever, the results in [152] mainly consider the asymptotically
results, which assume the coding field size goes to infinity.
In [153], the throughput-delay tradeoff is studied for one-
hop broadcasting channels with RLNC. The scaling law of
throughput relative to the number of users are analyzed. In
[154], we study the cross layer optimization problem for
minimizing the delay for networks with rateless RLNC. Above
results consider the delay problem of coded networks with a
large number of packets or infinite coding field size. With
these assumptions, the latency may be rather large. Secondly,
most of related literatures only show that network coding
can improve the delay and reliability performance. Thirdly,
the costs of the meta data (packet header) have not been
considered yet for coded networks. The costs are non-trivial
for short packets. Especially, for RLNC, coding coefficients
should be transmitted along with information messages, on top
of other meta data. More recently, in [155], network coding
is proposed for HRLL communications in industrial control.
The benefits of network coding for HRLL communications is
clearly shown in a star network [155], which actually exploits
the principles of two-way relay channels and cooperative
communications. Meanwhile, by exploiting redundancy from
path or time, network coding is proposed to increase reliability
in various scenarios. In [151], the concept of network error
correction codes is proposed and Singleton bound of these
codes is shown to be related to the min-cut of the networks.
In [148], the error correction capability of linear network
coding is explored, in which all source and intermediate nodes
store and randomly encode incoming packets, and thus the
error correction capability of proposed codes is exploited
from both time and path redundancy. After [148], [151],
many results discussed the error control capability of network
coding. References [152], [153] also discuss the reliability
performance of network codes, in addition to delay.

Fig. 21. System model of a BATS-coded fog network with multiple sensors,
multiple actuators

The most recent attempt to use network coding in HRLL
is in [156]. Herein we considered the fog networks for time-
critical applications. Distributed fog computing networks can
be used in smart factory, smart city, smart healthcare and
smart vehicle for HRLL purpose. Fog network enables the data
processing to be distributed and close to the devices, which
achieve the high throughput, high reliability and low latency
[157] in time-critical control loop: the sensors located around
the filed devices collect and transfer the sensed information to
fog networks in the uplink for computing and analyzing; in
the downlink, the control commands are generated and sent
to actuators from fog nodes. However, the overall response
latency could be deteriorated by high communication load,
due to a huge amount of data exchanging among fog nodes.
Thus, an enhanced rateless sparse RLNC scheme, termed as
batched sparse (BATS) codes [158], [159], was proposed for
transmitting a collection of data through fog networks, which
leads to less coding overhead and lower latency. A system
model for BATS-coded fog networks is shown in Fig.21. S
sensors BATS-encode their sensed data and send the coded
packets to the F fog nodes for processing, then the calculated
intermediate values are BATS-encoded again and exchanged
among fog nodes in the Data Shuffling stage, and finally Q
control commands are generated and sent to the A actuators
after BATS-decoding in the Reduce stage. Due to transmission
loss or uncompleted computation, the channels can be regarded
as erasure ones. The procedure of employing BATS codes is
following:

1) Mapping Stage: Suppose there are total M nodes, and
K collected data packets are BATS encoded by each
sensor to form n batches, and g fog nodes are assigned
to compute one common batch.

2) Data Shuffling Stage: One subset of fog nodes receives
N packets from the ith batch and Q intermediate values
are generated at each fog node. Then, each fog node
performs BATS encoding on the NQ

g intermediate values
to form MQ

g new encoded packets which are exchanged
among the fog nodes in different subsets.

3) Reduce Stage: After collecting enough K intermediate
values, the fog nodes BATS-decode the data, calculate
the corresponding control command and send to actua-
tors.
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Several works have considered to use RLNC in fog networks
to lower the communication load and latency [160], [161].
We use these results as our comparison baseline. In [156], the
overall response time for RLNC-coded Loverall, coded and BATS-
coded Loverall,bats are derived and analyzed (refers to (5) and
(6) of [156]). If the computation loads of the RLNC-coded
and BATS-coded schemes are set to be the same values, i.e.,
r, the different of the overall response time will be mainly
determined by the communication loads. Therefore, compared
with the coded scheme, the ratio of time reduction over RLNC-
coded scheme by the BATS-coded scheme can be written as

Rcoded,bats =

(
1 − Loverall,bats(r − 1, g)

Loverall, coded(r)

)
× 100%. (25)

Fig. 22 shows an example of the ratio of time reduction by
using the BATS-coded scheme when r varies from 1 to 10,
F = 10 fog nodes, M

K = 0.1, g = 1, and the erasure probability
eF changes from 0.1 to 0.4. As the channel condition becomes
worse and/or the computation load becomes lower, e.g., eF

increases from 0.1 to 0.4, r decreases from 6 to 1, more
time for exchanging the intermediate results can be reduced
by using the BATS-coded scheme. Although RLNC coded
scheme has already reduce the response time a lot [160], [161],
the shorter overall response time can be achieved by the BATS-
coded scheme over the RLNC-coded one.
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Fig. 22. An example of the ratio of time reduction by using the BATS-based
scheme with r.

VI. Concluding Remarks
With the advances in information theory and wireless

communication techniques and emerging applications, HRLL
IoT research has attracted lots of attention recently. We have
surveyed typical application scenarios, techniques and various
possible solutions for HRLL IoT networks. For the different
requirements on the code length, there are often tradeoffs
between latency and reliability. Thus, it is rather challenging
to achieve high-reliability and low latency simultaneously,
especially for resource limited IoT networks. To achieve
HRLL requirements, we need to optimize various strategies,

which impact frame size, preamble, network/channel coding,
multiple access, resource scheduling, network optimization
etc. Especially for some critical applications, such as power
systems automation, power electronics control and factory
automation, sophisticated designs should be performed. Future
work on this may include the designing practical schemes and
systems for various scenarios according to their different re-
quirements. Significant work still remains ahead in HRLL IoT
networks, ranging from physical layer (e.g., packet structure
optimization, preamble/pilots design, massive MIMO, short
and high reliable channel coding, synchronization, channel
modeling and estimation, etc) to MAC and network layer (e.g.
initial access, mmWave transmission, non-orthogonal multiple
access etc). As one of the most stringent requirements to be
supported in future radio transmission, HRLL communication
will be able to support a number of vertical industries. To that
end, we foresee that HRLL communication will play a key
role in future IoT networks.
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