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Abstract—Environmental monitoring is one of the fundamen-
tal applications of the Internet of Things (IoT), and caching in
energy harvesting-aided IoT is a promising solution to handle the
energy charging of the IoT nodes in the vast monitoring area.
However, the growth of the requirements for monitoring area and
accuracy brings huge infrastructure costs to the network opera-
tors (OP), especially for the multiple OPs scenario. In this article,
we utilize wireless virtualization to enable the IoT node sharing
between multiple OPs in cache-enabled energy harvesting-aided
IoT, so as to improve the utility of the OPs. A Stackelberg game
is formulated to jointly handle the IoT node sharing and energy
transmission incentives between OPs and energy transmitters.
Then, the knapsack problem, convex and linear programming are
utilized to approximate the game through problem transforma-
tion and derivations. On the basis of that, an alternative direction
algorithm is proposed to solve the equilibrium efficiently. The
simulation results verify the advantages of the proposed algo-
rithm in utility improvement and fairness maintenance between
multiple OPs.

Index Terms—Energy harvesting, Internet of Things
(IoT), multiple operators (OP), Stackelberg game, wireless
virtualization.

I. INTRODUCTION

W ITH the rapid development of the Internet of Things
(IoT) [1], it has been applied to more and more produc-

tion and living fields to provide benefits by connecting various
sensing devices efficiently. Environmental monitoring is one
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of the main applications of IoT, such as the monitoring of air
quality [2], pollution source [3], hazardous chemicals [4], and
agricultural pests [5]. By deploying massive IoT sensor nodes
in the area of interest, the desired data can be collected in real
time and sent back as required by users. However, the fast
proliferation of the monitoring service has raised the bar for
monitoring quality, leading to the deployment of more nodes
per unit area, which brings huge infrastructure cost and node
power supply problems, especially for the multiple operators
(OP) scenario [6].

For the reduction of infrastructure cost, network sharing [7]
between multiple OP is the evolution trend in the future.
Recently, following its success in network function virtual-
ization [8] and software-defined network [9], network virtual-
ization has been considered as the key technology to realize
network sharing [10]. The advantage of network virtualization
relies on decoupling the physical network infrastructure from
its operator and abstracting them into various service-oriented
slices. The slices are allocated among multiple OP accord-
ing to the adaptation of resources and requirements from a
global perspective, which enables considerable improvement
of network utilization. So it goes without saying that by open-
ing and sharing their network resources to others through
network virtualization, each operator can avoid repeated con-
struction and improve the utilization of network resources on
the whole.

To handle the charging issue of massive IoT nodes, much
attention have been devoted to energy harvesting [11], which
is considered as an economic and practical way to improve the
energy efficiency of the IoT nodes. Energy harvesting enables
the nodes harvesting various types of energy from the ambi-
ent environment, such as electromagnetic, solar, biological,
and mechanical, among which harvesting energy from radio-
frequency signal has drawn ever-increasing attention for its
feasibility and availability. As long as some dedicated energy
transmitters (ETs) are arranged in the network and provide
controllable energy transmission through radio-frequency sig-
nals, the IoT node can charge itself by converting the signals
received on its antenna without human intervention, which is
significant to increase the energy efficiency and reduce the
charging cost of the IoT nodes.

Besides energy harvesting, caching in the IoT gateway
(GW) [12] is another promising solution to alleviate the
energy consumption of IoT nodes. Due to the feature of the
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monitoring service, the monitor and the monitoring nodes are
usually connected by the IoT GW through a star topology,
and when a request of the monitor arrives periodically, the
GW instructs the desired IoT node to return the monitoring
information through a wireless link. Unlike the typical ser-
vice mode, by attaching the cache to the GW, the sensing
data of the IoT nodes can be periodically stored in the GW
in advance, thus, when the request of the monitor arrives, the
desired monitoring information can be directly forwarded by
GW if it has been stored, without activating the desired IoT
node to transmit.

In view of each advantage, it is desired to bring network
virtualization, energy harvesting, and caching together into
the IoT to jointly handle the problems of node charing and
infrastructure cost in the multiple OP scenario. However, to
combine the three organically so as to play their respective
roles efficiently, the incentives problem [13] and cache alloca-
tion should be well handled, which have a critical impact on
their practical effects. Different from the single-operator sce-
nario, since multiple OP and dedicated ETs belong to different
stakeholders, it is necessary to provide sufficient incentives
for all parties to ensure the realization of network sharing
and energy transmission while carrying out network resource
virtualization. The incentive problems [13] rise from the charg-
ing and sharing of IoT nodes. In the charging of IoT nodes,
the OPs should handle the tradeoff between providing bene-
fits to encourage the ETs to charge the nodes and maximizing
their utilities. Besides, in the IoT nodes sharing, each OP also
needs to balance the revenue and expense from sharing its own
nodes to others and receiving service from others, respectively.
In addition, to improve the utilization of cache under limited
capacity, caching optimization is also required simultaneously
when considering the incentive problems. Although dedicated
works have been done for the incentive problems of IoT, these
results are not very suitable for the multiple OP scenario of
IoT with energy harvesting and caching, because, in this sce-
nario, the interactions not only exists among multiple OPs but
also between OPs and ETs, which are coupled with caching
allocation at the same time.

In this article, we formulate the interactions among multiple
OPs and the ones between OPs and ETs as a Stackelberg
game to jointly handle the IoT node sharing, energy trans-
mission, and caching allocation for energy harvesting-aided
IoT with multiple OPs. We concentrate exclusively on the
approximation of the game though problem transformation and
derivation, so as to solve the equilibrium efficiently by the
proposed algorithm. The main contributions of this article are
summarized as follows.

1) The incentive problems among multiple OPs and
between OPs and ETs are formulated as a Stackelberg
game, by taking the caching allocation and node sharing
into consideration. The formulation is flexible to han-
dle incentives among multiple OPs, ETs for network
sharing and energy transmission with cache capacity
constraint.

2) We develop an approximate model for the follower-level
game, on the basis of which, the coupling variables
are decoupled and the closed-form expression of the

relationship between the optimized variables is derived
through the KKT condition.

3) We reformulate the leader-level game through the vari-
able transmission to maximize the mathematical expec-
tation of the objective function, and then, two alternative
direction algorithms with both fair-oriented and utility-
oriented versions are proposed to solve the integer
variables efficiently.

4) Extensive simulations are conducted to evaluate the
performance, convergence, and the fairness of the
proposed algorithms, and their effectiveness are verified
by comparing with the other baseline algorithms.

The remainder of this article is organized as follows.
Section II concludes the related works. Section III presents the
system model and problem formulation. To solve the formu-
lated game efficiently, we propose an approximate solution in
Section IV. The simulation results and discussions are demon-
strated in Section V. Finally, Section VI concludes this article.

II. RELATED WORKS

Due to the development of wireless services, one of the
many challenges faced by the current wireless network is the
fast growth of infrastructure costs. An emerging paradigm
to handle this issue is to allow multiple OP to share their
network with each other. For example, the multioperator spec-
trum sharing is studied for small-cell networks in [14], in
which a matching game framework is proposed to maximize
the expected weighted sum rate of the OPs. The results show
that through multioperator spectrum sharing, the utilization
of spectrum is improved significantly and can improve the
system performance more than the effect of power alloca-
tion. For the unlicensed spectrum sharing, Zhang et al. [15]
developed a multiple-operator–multiple-follower Stackelberg
game to manage the interoperator interference. Both the coop-
erative and noncooperative scenarios are investigated, from
which the performance improvement of the multiple-operator
cooperative is verified. Sugathapala et al. [16] addressed the
multiple-operator cooperation for spectrum sharing in hetero-
geneous networks, and by using the queuing theory and the
Markov model, it shows in the quantity that the gains of
multiple-operator spectrum sharing mainly lie on the traffic
unbalance in the networks of the OP. Besides, it also indicates
that traffic dynamics may lead to inefficiency of the spectrum
sharing. Besides spectrum sharing, infrastructure sharing is
also studied by previous works. For example, in [17], network
virtualization is adopted to enable the infrastructure sharing
among multiple cellular OPs. To guarantee the collaboration
between multiple OPs, a fairness criterion is introduced to
cover the cost of infrastructure sharing from the targeted OPs.
It indicates a significant gain in energy saving comparing to
the standalone case. In [18], the multiple-operator sharing of
backup power supply in wireless cellular towers is investi-
gated. A Nash bargaining algorithm is proposed to insure the
fairness among the OPs in sharing, and the results show that
sharing backup power is helpful to reduce the communica-
tion cost comparing to the nonsharing approach. Similarly,
Chien et al. [19] addressed the fairness issue in radio access
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network (RAN) sharing between multiple OPs. A soft parti-
tion with blocking and dropping mechanism is proposed to
avoid underutilization or overutilization of RAN. However, all
these previous works focus on the cellular network sharing
among multiple OPs, without involving the incentive problems
between OPs and other shareholders.

For the network sharing in IoT, the advantages in
performance promotion and cost reduction are also significant.
For example, a multiple-operator network sharing framework
is proposed in [6], which supports the coexistence of the
IoT and high-speed cellular services with low infrastructure
costs. The gain of network virtualization as the mechanism
for IoT sharing between multiple OP is investigated in [20],
and it indicates that through virtualization-based network
sharing, both the energy consumption of the IoT node and
network expenditure can be reduced greatly. Attracted by these
advantages, some works attempt to investigate the incentive
problems for the multiple-operator sharing, in order to make it
realizable in practice. For example, Oikonomakou et al. [21]
investigated the incentive mechanism of energy sharing and
trading in multiple-operator networks. To insure the satisfac-
tion of participant stakeholders, an renewable energy exchange
approach is proposed based on the auction theory. In [22],
the incentive problem is investigated for a virtualized network
with multiple infrastructure providers (InPs). It considers that
the InPs own the physical networks, while the mobile virtual
network OP (MVNOs) lease the physical networks to provide
services. A contract theory is utilized to model the incentive
between the MVNOs and InPs. However, these investigated
incentive problems do not involve the EH, so the character-
istics of the EH power constraints are not considered, while
in this article, the model of EH power supply for the shar-
ing IoT nodes are considered in the formulated game. For the
incentive problems of EH-aided IoT sharing in the multiple
OP scenario, Hou et al. [13] assumed that the GW and ETs
belong to different stakeholders, and employ the contract the-
ory to model the incentive interactions between GW and ETs.
Similarly, in [23], a Stackelberg game is proposed to investi-
gate the incentives between multiple OPs and ETs, by which
the caching allocation, ET transmission power, and the incen-
tive strategies are jointly optimized. However, the structure
of these incentive problems include one level. Different from
that, in this article, the incentive model has the structure of
two levels, which are the incentives among multiple OPs, as
well as the one between multiple OPs and ETs.

Table I summarizes the difference in the proposed algorithm
from the existing works.

III. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

We consider an energy harvesting and virtualization-aided
IoT that includes one GW and multiple OPs in a common mon-
itoring area, as depicted in Fig. 1. The set of OPs is denoted
as O, and for each OP i ∈ O, let Ni be the set of its nodes, and
it owns |Ni| IoT nodes, where | · | indicates the number of the
elements in a set. The set of all nodes in the area is denoted
as N, N =⋃i∈O Ni. Each OP monitors the whole area through

TABLE I
COMPARISON WITH EXISTING WORKS

Fig. 1. System model of energy harvesting and virtualization-aided IoT with
multiple OPs.

its own nodes, that is, when the monitoring data of a specific
location are of interest to the user of an OP, it requires the
nearest node in its own node set to collect and send the data
to the GW. The GW receives the monitoring data from the IoT
nodes and forwards them to the desired users through a back-
haul link. A cache with a storage capacity of L is equipped in
the GW, and to reduce the energy consumption of IoT nodes,
popular monitoring data of some specific nods can be cached
at GW. When the user request of an OP arrives, the requested
monitoring data can be fetched directly from GW cache if it
has been cached, otherwise, the corresponding IoT node trans-
mits the requested data to the GW through a wireless link. |M|
ETs are randomly distributed in the area, and let M be the
set of ETs. Each ET broadcasts energy to all the IoT nodes,
and each node harvests the energy for its data transmission to
the GW.

B. Energy Harvesting

It is assumed that each ET utilize radio-frequency energy
harvesting to transmit energy to the IoT nodes by different
spectrum bands. Besides, each IoT node is also scheduled
to transmit by different spectrum bands, so that there are
no interferences between them [23]. We utilize the typical
model [23] to formulate the harvested energy at the IoT node
j belonging to an OP i, and it can be expressed as

Pj = α
∑

m∈M

Pmhijm ∀j ∈ N ∀i ∈ O (1)

where Pj is the transmission power of the IoT node j, α

indicates the energy harvesting efficiency, Pm denotes the
transmission power of ET m, and hijm indicates the channel
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gain between ET m and the node j belonging to the OP i. With
(1), the transmission rate of node j belonging to OP i can be
written as

Rij = Wlog2

(

1+ α
∑

m∈M Pmhijmh′ij
N0W

)

∀j ∈ N ∀i ∈ O (2)

where W denotes the spectrum bandwidth, h′ij indicates the
channel gain between GW and node j belonging to the OP
i, and N0 is the power spectrum density of the background
noise.

C. Caching for Virtualized IoT Cloud

It is assumed that the monitoring data collection is operated
periodically. At the beginning of each period, the user request
of each OP arrives, which can be considered as a random
data transmission from any location in the common monitor-
ing area. However, due to high expenses of construction and
operation, each OP only deploys a limited amount of nodes to
cover the area in Fig. 1, which constrains energy efficiency and
monitoring accuracy of the networks. To overcome this draw-
back, each OP utilizes the virtualized IoT cloud [24] to share
its IoT nodes with other OPs. The virtualized IoT cloud con-
sists of the slicing of the IoT nodes, the allocation of the slices,
and GW caching among the OPs [25]. As shown in Fig. 1,
each OP serves its user through custom-built virtual cloud,
which owns higher node density, as well as energy efficiency
and monitoring accuracy. For each user request of OP i, the
probability and length of the corresponding monitoring data
at the node j are, respectively, denoted as λij and lij ∀j ∈ N.

We denote xij as the caching association variable, xij = 1 if
the monitoring data of the node j desired by user request of
OP i are cached, otherwise xij = 0. For OP i, if the desired
data of the user request are cached, the data rate provided to
its user Ru

ij equals the GW backhaul rate G, otherwise, the
data are transmitted by the desired node and GW backhaul
sequentially. Hence, Ru

ij can be expressed as

Ru
ij = min

{
Rij, G

} ∀i ∈ O ∀j ∈ N. (3)

So for each OP i, the revenue from providing monitoring
services to its users can be expressed as

Iu
i (Xi, P) = ϕi

∑

j∈Ni

λij

[(
1− xij

)
Ru

ij + xijG
]

+ ϕi

∑

j∈N′i

∑

i′∈O,i′ �=i

λij

[(
1− xi′j

)
Ru

i′j + xi′jG
]

(4)

where Xi = [xi1, . . . , xi|Ni|], P = [P1, . . . , P|M|], and ϕi is the
profit coefficient for the user of OP i. The first and second
terms of (4) represent the revenues of OP i from providing
monitoring services to its users by its own nodes and by the
ones of other OPs, respectively. Besides, if the desired node
of the request from other OPs belongs to OP i, the node will
be shared to transmit for other OPs, and this corresponding
revenue for OP i can be written as

Is
i (Xi, P, C) =

∑

j∈Ni

∑

i′∈O,i′ �=i

cjλi′j
[(

1− xij
)
Ru

ij

]
(5)

where C = [c1, . . . , c|N|], and cj is the sharing price of the
node j among OPs. Note that in (5), if the monitoring data
of the node belonging to OP i are cached, no revenue will
be obtained by serving for other OPs, because the data are
forwarded directly to the user by GW with no IoT node trans-
mission. So Is

i (Xi, P, C) captures the incentive for the OP i to
share its nodes. Third, if the desired node of the request from
OP i belongs to other OPs, the OP i should pay for the service
of the node belonging to other OPs, and the expense can be
written as

Ic
i (Xi, P, C) =

∑

j∈Ni′

∑

i′∈O,i′ �=i

cjλij

[(
1− xi′j

)
Ru

i′j

]
. (6)

Similarly, it can be seen that with (6), there will be no expense
if the monitoring data of the node serving OP i have been
cached in GW, so Ic

i (Xi, P, C) captures the incentive of other
OPs to serve for the OP i by sharing their nodes. With (4)–(6),
the utility of the OP i can be expressed as

Ui = Iu
i (Xi, P)+ Is

i (Xi, P, C)− Ic
i (Xi, P, C) ∀i ∈ O. (7)

D. Game Formulation

To implement joint virtualization of multiple OPs and
resource optimization, the following issues should be well
handled.

1) Incentive Mechanism for ETs: ETs will have no motiva-
tion to charge the IoT nodes without profits, so the OPs
should provide appropriate incentives to the ETs.

2) Incentive Mechanism for OPs: It is noticed from (7) that
for each OP i, its utility correlates with other OPs, since
on the one hand, it obtains profits from other OPs if its
nodes are shared by others, on the other hand, it pays for
the node sharing if its request is served by the nodes of
other OPs. Thus, the vector C needs to be well designed
to provide incentives for all the OPs to serve each other.

We utilize the Stackelberg game [26] to handle the incen-
tives design problems and caching allocation jointly. In the
game, all the OPs play the role of leader and provide prof-
its to motivate ETs to charge the IoT nodes, while they also
provide incentives to motivate each other to share nodes. ETs
play the role of followers, which allocate their energy trans-
mission power according to the incentives provided by OPs.
Both the OPs and ETs aim at maximizing their own utilities.

Let ym be the price pre unit power paid to an ET m by all
the OPs, and the utility function of leader can be expressed as

ULea(X, Y, P, C) =
∑

i∈O

Ui −
∑

m∈M

ymPm (8)

where X = [X1, . . . , X|O|] and Y = [y1, . . . , y|M|]. For each
ET m, it receives incentive from the leader, meanwhile, it
also pays for the energy expense. Hence, its utility function is
formulated as

UFol
m (ym, Pm) = ymPm − βP2

m ∀m ∈ M (9)

where β is the energy cost coefficient. In (9), the first term is
the incentive obtained from the leader while the second term
accounts for the energy expense [27] for ET m. Here, since
each ET play the game with OPs other than ETs, it consists
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of a demand side, which can be considered as a special case
of [27] in load billing, leading to the energy expense as the
quadratic function of power. Thus, the Stackelberg game is
formulated as follows.

1) Players: All the OPs (leader) and ETs (followers).
2) Strategies: Caching strategies X, incentives strategies C

and Y for the leader, and energy transmission power
strategies P for the followers.

3) Utility Functions: ULea(X, Y, P, C) for the leader and
UFol

m (ym, Pm) for each follower m.
The leader-level game for all the OPs can be formulated as

P1: max
X,Y,C

ULea(X, Y, P, C)

s.t. C1:
∑

j∈N

xij ≤ 1 ∀i ∈ O (10)

C2:
∑

i∈O

xij ≤ |O| ∀j ∈ N (11)

C3:
∑

i∈O

∑

j∈N

xijlij ≤ L (12)

C4:
∑

j∈Ni′
xij ≤ 1 ∀i, i′ ∈ O, i �= i′ (13)

C5:
∑

i′∈O

∑

j∈Ni′
xij ≤ 1 ∀i, i′ ∈ O, i′ �= i (14)

C6: ym ≥ 0 ∀m ∈ M (15)

C7: xij ∈ {0, 1} ∀i ∈ O ∀j ∈ N (16)

C8: cj ≥ 0 ∀j ∈ N (17)

C9: Ui > 0 ∀i ∈ O. (18)

In P1, all the OPs jointly decide their caching strategies X,
as well as incentives Y and C by maximizing the total utility.
C1 indicates that for each request of the OP, its desired data
from a particular node are cached at most once. C2 guarantees
that for each node in the area, it can be shared by at most |O|
OPs. C3 imposes that total amount of all cached data cannot
exceed the cache capacity. C4 guarantees that any request of
an OP can be handled and cached at most once by the nodes
of another OP. C5 imposes that for a request of each OP, it can
be handled at most once by the nodes of other OPs. C6–C8
declare the ranges of variables ym, xij, and cj. C9 indicates
that through node sharing, the utility of each OP should be
positive.

The follower level game for the ET m can be formulated as

P2: max
Pm

UFol
m (ym, Pm)

s.t. C′1: Pm ≥ 0 ∀m ∈ M (19)

C′2:
∑

m∈M

Pmhijmh′ij ≤ ξ ∀i ∈ O ∀j ∈ N (20)

where ξ = (2(G/W) − 1)(N0W/α). Constraint (19) declares
the range of the variable Pm. Constraint (20) is derived from
the backhaul constraint Rij ≤ G, since when it is violated,
increasing Pm does not increase Ru

ij due to (3).
We solve the game by the Stackelberg equilibrium [26],

which is defined as follows.
Definition 1 (Stackelberg Equilibrium): Let

X∗ = [X∗1, . . . , X∗|O|], Y∗ = [Y∗1, . . . , Y∗|M|], and

C∗ = [C∗1, . . . , C∗|N|] be the optimal solution of P1,
while let P∗ = [P∗1, . . . , P∗|M|] denote the optimal solution of
P2, then (X∗, Y∗, C∗, P∗) is a Stackelberg equilibrium of the
formulated game if and only if

ULea(X∗, Y∗, C∗, P∗
) ≥ ULea(X, Y, C, P∗

)

UFol
m

(
y∗m, P∗m

) ≥ UFol
m

(
y∗m, Pm

) ∀m ∈ M.

IV. APPROXIMATE SOLUTION

Due to the integer variable X, P1 is of high complexity.
Besides, C′2 makes all the Pm of the ETs coupled together,
which greatly increases the complexity of P2. To handle these
difficulties, in this section, the approximate solution of the
game is derived to find out the Stackelberg equilibrium through
backward induction [26], which first solves P2 with given Y .
Then, with the obtained P∗, P1 is solved to determine X∗, Y∗,
and C∗.

A. Approximate Solution of P2

It is assumed that ym is given in P2, and to handle the
coupling between Pm in C′2, the problem is approximated as
follows:

P3: max
Pm

UFol
m (ym, Pm)

s.t. 0 ≤ Pm ≤ ξ
∑

m∈M hijmh′ij
∀i ∈ O ∀j ∈ N. (21)

Lemma 1: If P∗m is the optimal solution of P3, then it is
also feasible for P2, and the optimal utility of P2 is lower
bounded by UFol

m (ym, P∗m).
Proof: See Appendix A.

With Lemma 1, we solve the approximate solution of P2
by the following lemma.

Lemma 2: When given ym, the optimal energy transmission
power of ETs in P3 can be expressed as

P∗m =
y∗m
2β

∀m ∈ M 0 < y∗m ≤ 2β
ξ

∑
m∈M hijmh′ij

. (22)

Proof: See Appendix B.

B. Approximate Solution of P1

By substituting the result of Lemma 2 into P1, the variables
P can be eliminated, so the problem is simplified as

P4: max
X,Y,C

∑

i∈O

Ui(Xi, Y, C)−
∑

m∈M

y2
m

2β
(23)

s.t. 0 ≤ ym ≤ 2β
ξ

∑
m∈M hijmh′ij

∀m ∈ M (24)

C1−C5, C7−C9. (25)

The difficulty of P4 mainly lies on the integer variables
X and the combination nature of the products of X, and the
logarithm function in terms of Y. To solve it efficiently, we
reformulate P4 through variable transformation to maximize
the mathematical expectation of ULea(X, Y, P, C). Then, an
alternative direction algorithm is proposed with low complex-
ity, which alternatively optimizes one variable while fixing the
other two.



7694 IEEE INTERNET OF THINGS JOURNAL, VOL. 7, NO. 8, AUGUST 2020

1) Reformulation of P4: By considering all the OPs as one,
we denote zj as the caching indicator ∀j ∈ N, zj = 1 if the
monitoring information of node j is cached, otherwise, zj = 0.
By substituting the result of Lemma 2 and (2) into (3), there
is Ru

ij = Rij, so for the node j, the transmission rate can be
expressed as

Rj =
(
1− zj

)
Rij + zjG ∀i ∈ O ∀j ∈ N. (26)

For each OP i, we denote qi as the desired node by its users,
and the mathematical expectation of its utility Ui can be
written as

E(Ui) = ϕiRj[Pri(case1)+ Pri(case2)]+ cj(1− zj)Rij

× [Pri(case3)− Pri(case2)] ∀i ∈ O (27)

where Pri(case1) denotes the probability that the OP i provides
monitoring services to its users by its own nodes, and it can
be expressed as

Pri(case1) = Pr(j ∈ Ni)
∑

j∈N

Pr(qi = j) = Ni

N

∑

j∈N

λij. (28)

Pri(case2) denotes the probability that OP i serves its users by
the nodes of other OPs, and it can be expressed as

Pri(case2) = Pr(j �= Ni)
∑

j∈N

Pr(qi = j)

× Pr
(
j ∈ Ni′ , i �= i′, i′ ∈ O

)

=
(

1− Ni

N

)∑

j∈N

λij

∑

i′∈O,i′ �=i

Ni′

N

=
(

1− Ni

N

)2∑

j∈N

λij (29)

where
∑

i′∈O,i′ �=i(Ni′/N) = 1 − (Ni/N). Pri(case3) indicates
the probability that the desired node of the request from other
OPs belongs to OP i, which can be written as

Pri(case3) = Pr(j ∈ Ni)
∑

j∈N

Pr
(
qi �= j, qi′ = j, i′ ∈ O, i′ �= i

)

=
∑

j∈N

Ni

N

(
1− λij

) ∑

i′∈O,i′ �=i

λi′j. (30)

With (28)–(30), E(Ui) can be obtained. Thus, we reformulate
P4 as

P5: max
Z,Y,C

∑

i∈O

E(Ui)−
∑

m∈M

y2
m

2β

s.t. C8, constraint (24) (31)
∑

j∈N

∑

i∈O

λij

�i′∈Oλi′j
lijzj ≤ L (32)

zj ∈ {0, 1} ∀j ∈ N (33)

E(Ui) > 0 ∀i ∈ O (34)

where constraint (32) guarantees that the average length of the
cached data cannot exceed the cache capacity. Constraint (34)
indicates that through node sharing, the utility expectation of
each OP should be positive.

By comparing P5 and P4, it is noticed that the combina-
tions of P4 is greatly reduced by computing the mathematical

expectation of the utility Ui. Hence, we propose an alternative
direction algorithm to solve P5 in three steps as follows.

2) Caching Indicator Optimization: First, it is assumed that
Y and C are given, so P5 can be simplified as

max
Z

∑

j∈N

ωjzj

s.t. constraints (32) and (33) (35)

where ωj = ∑
i∈O [λij(1 − (Ni/N) + (Ni/N)2)ϕi(G − Rij) −

((Ni/N)(1 − λij)
∑

i′∈O,i′ �=i λi′j − (1 − (Ni/N))2λij)cjRij] and
Z = [z1, . . . , z|N|]. Note that objective function (35) is derived
from the one of P5 by discarding the items without zj while
taking Rij as constant. Besides, C8 is also discarded, which is
considered in the following steps [28]. The above problem can
be considered as a weighted knapsack problem [29], where ωj

and
∑

i∈O(λij/[�i′∈Oλi′j])lij are the value and weight of the
item j, respectively. Hence, we propose a greedy algorithm to
solve it efficiently, which is presented in Algorithm 1.

With the solution Z of (35), we recover xij in P4 as

xij =
{

1, if zj = 1
0, if zj = 0

∀i ∈ O ∀j ∈ N. (36)

3) Incentive Optimization for ETs: This step is to solve
Y in P5 with given (Z, C). For simplicity, we denote 	1 =
{j|xij = 1, j ∈ N, i ∈ O} and 	2 = {j | xij = 0, j ∈ N, i ∈ O}
as the sets of cached and uncached nodes, respectively. Then,
by utilizing the result of Lemma 2, (2) can be rewritten as

Rij(Y) = Wlog2

(

1+ α
∑

m∈M ymhijmh′ij
2βN0W

)

∀j ∈ N ∀i ∈ O.

(37)

With (26), (37), and given (Z, C), P5 can be simplified as

max
Y

fET(Y) =
∑

i∈O

⎧
⎨

⎩

∑

j∈	2

[

ϕiλij

(
Ni

N
+
(

Ni

N

)2(
1− cj

)
)

+ cjNi

N

(
1− λij

)
�i′∈O,i′ �=iλi′j

]

× Rij(Y)

+
∑

j∈	1

ϕiλij

(

1− Ni

N
+
(

Ni

N

)2
)

G

⎫
⎬

⎭

−
∑

m∈M y2
m

2β

s.t. constraint (24). (38)

It is obvious that the above problem is convex, for the
objective function fET(Y) is the summation of logarithm func-
tions and negative quadratic functions while constraint (24) is
affine. Hence, the Lagrangian function of the problem can be
written as

LET(Y, θ1, θ2) = fET(Y)−
∑

m∈M

θ1,mym +
∑

m∈M

θ2,m

×
(

ym − 2β
ξ

∑
m∈M hijmh′ij

)

(39)
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where θ1 = [θ1,1, . . . , θ1,|M|], θ2 = [θ2,1, . . . , θ2,|M|], θ1,m and
θ2,m are the Lagrange multipliers of affine constraint (24). So
the KKT conditions can be expressed as
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂LET(Y, θ1, θ2)

∂y∗m
=
∑

i∈O

∑

j∈	2

[

ϕiλij

(
Ni

N
+
(

Ni

N

)2

(1− cj)

)

+ cjNi

N
(1− λij)�i′∈O,i′ �=iλi′j

]

× ∂Rij(Y)

∂y∗m
− θ1,m + θ2,m

− y∗m
β
= 0 ∀m ∈ M (40)

θ1,m ≥ 0, θ2,m ≥ 0 ∀m ∈ M (41)

θ1,my∗m = 0 ∀m ∈ M (42)

θ2,m

(

y∗m − 2β
ξ

∑
m∈M hijmh′ij

)

= 0 ∀m ∈ M. (43)

According to constraints (24) and (42), it can be derived that
θ1,m = 0. By utilizing (43), if y∗m < 2β[ξ/(

∑
m∈M hijmh′ij)],

then θ2,m = 0, by which y∗m can be deduced from (40) as

y∗m = βζ
∑

i∈O

∑

j∈	2

α
∑

m∈M hijmh′ij
ln2
(

2βN0W + α
∑

m∈M hijmh′ijy∗m
) (44)

where ζ = [ϕiλij((Ni/N)+ (Ni/N)2(1− cj))+ [(cjNi)/N](1−
λij)�i′∈O,i′ �=iλi′j]. If y∗m > 2β[ξ/(

∑
m∈M hijmh′ij)], we can

obtain that θ2,m > 0, then by (43), there is y∗m =
2β[ξ/(

∑
m∈M hijmh′ij). Combining this result with (44), y∗m can

be expressed as

y∗m = min

⎧
⎨

⎩
βζ
∑

i∈O

∑

j∈	2

α
∑

m∈M hijmh′ij
ln2
(

2βN0W + α
∑

m∈M hijmh′ijy∗m
)

2β
ξ

∑
m∈M hijmh′ij

⎫
⎬

⎭
. (45)

It is noticed that (45) is not a closed-form solution, so we pro-
pose a iteration to obtain the approximate solution, which is
presented in Algorithm 2. In Algorithm 2, let yt+1

m be the t+1
iteration while ε1 is the iteration threshold, t1M is the max-
imum number of iteration, and the convexity of the problem
guarantees the convergence of the algorithm.

4) Incentive Optimization for OPs: When Z and Y are
given, P5 can be simplified as

(Utility-orient:) max
C

∑

i∈O

E(Ui(C))−
∑

m∈M

y2
m

2β

s.t. C8

E(Ui(C)) > 0 ∀i ∈ O. (46)

Note that this is a linear programming (LP) and can be solved
efficiently since the objective function and constraints are
linear functions of cj.

We denote the solution from solving the above problem as
Utility-orient, because the objective function is to maximize
the total utility of all OPs. However, this solution pays no

Algorithm 1 Caching Indicator Optimization

1: Input: O, N, Ni, λij, C, Y, L, L′ = 0
2: Calculate ωj for each node j, j ∈ N;
3: Sort descending index j in N according to metric

ωj
∑

i∈O
λij

�i′∈Oλi′j lij
;

4: for j = 1 : N do
5: L′ = L′ + ωj

∑
i∈O

λij
�i′∈Oλi′ j lij

.

6: if L′ < L then
7: zj ← 1
8: else
9: zj ← 0

10: end if
11: end for
12: Output: Z

Algorithm 2 Incentive Optimization for ETs

1: Input: 	2, O, α, β, W, N0, ζ, C, hijm, h′ij, ε1, t1M.

2: Initialize: Yt = 0, t = 0;
3: while |Yt − Yt−1| > ε1 and t < t1M do
4: t = t + 1;
5: for ∀m ∈ M do
6: Calculating yt

m according to (45);
7: end for
8: end while
9: Output: Yt

attention on the fairness between multiple OPs, which may
not provide sufficient incentive for each OP. Hence, we utilize
the max–min optimization [26] to reformulate the problem as

(Fairness-orient:) max
C,U′

U′

s.t. U′ ≥ 0

C8, constraint (46)

E(Ui(C)) ≥ U′ ∀i ∈ O. (47)

Obviously the Fairness-orient problem is also an LP, so it can
be solved efficiently with low complexity.

With optimizations 1)–3), the proposed alternative direction
algorithm can be described as Algorithm 3.

C. Complexity Analysis

The complexity of the proposed alternative direction algo-
rithm depends on the complexity in each iteration consisting
of running Algorithms 1 and 2 and solving the problem
(46) or (47). For Algorithm 1, the proposed greedy algo-
rithm belongs to the classic heuristic method for the knapsack
problem [29], and the complexity is O(NL). For Algorithm 2,
since the expression of y∗m is given by (44), its complexity
mainly depends on the scale of set M, so the complexity is
O(M). For problems (46) and (47), by taking the interior point
method as the solution of LP, the complexity can be approx-
imately expressed as a polynomial about the scale of set O.
Hence, combining the complexity of Algorithms 1 and 2, (46),
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Algorithm 3 Proposed Alternative Direction Algorithm

1: Input: O, N, Ni, λij, L, α, β, W, N0, ζ, hijm, h′ij, ε1, ε2,

t1M, t2M.

2: Initialize: X0, Y0, P0, C0, Z0, t = 0, L′ = 0;
3: while |ULea(Xt, Yt, Pt, Ct) −ULea(Xt−1, Yt−1, Pt−1,

Ct−1)| > ε2 and t < t2M do
4: t = t + 1;
5: Taking (Yt, Ct) as parameters and run Algorithm 1 to

calculate Zt+1;
6: Calculate set 	2 and recover Xt+1 according to Zt+1;
7: Taking Ct,	2, ε1 as parameters and run Algorithm 2

to calculate Yt+1;
8: Pt+1 ← Yt+1

2β
;

9: Take Xt+1, Yt+1, Pt+1 as parameters and solve Utility-
orient or Fairness-orient problems with simplex method
to obtain Ct+1;

10: end while
11: Output: Xt+1, Yt+1, Pt+1, Ct+1

TABLE II
SIMULATION SETTING OF NODE ASSIGNMENT

and (47), the complexity of the proposed algorithm can be con-
sidered as a polynomial about the scale of sets N, M, and O,
so it can be utilized to solve the approximate solution of the
formulated game efficiently.

V. SIMULATION RESULTS

In this section, simulations are utilized to examine the
proposed utility-oriented and fair-oriented algorithms. The
existing Stackelberg game-based caching algorithm in energy
harvesting-aided IoT [23] is employed as the benchmark,
where each OP runs the algorithm independently with no node
sharing while its occupied GW cache is proportional to the
number of its nodes. Besides, to demonstrate the effectiveness
of the proposed heuristic algorithm in solving P5, the optimal
solution is also solved and compared by utilizing CPLEX [30].
Here, CPLEX is called through a YALMIP tool [31] in the
MATLAB environment.

The simulations are conducted in a 100 m ×100 m area,
where one GW locates in the center. Ten ETs and 60 sensor
nodes are randomly distributed in this area, which follow a
uniform distribution. The sensor nodes belong to three OPs,
respectively, and two cases are simulated as shown in Table II,
where in case 1, the gap in node number between the OPs is
even wider than in case 2. For each OP i, the profit coefficient
ϕi = 1.5. We also assume that the energy conversion efficiency
α = 0.5 while the energy cost coefficient β = 0.5. The para-
metric analysis for the choices of these parameters is presented
in Appendix C. The path-loss model 32.44+20 log10 d [32] is
employed, where d denotes the distance between two nodes.
The spectrum bandwidth W = 1 MHz and the power spec-
tral density of background noise n0 = 3.9 × 10−21 W/Hz.

Fig. 2. Total utility of OPs versus number of iterations under case 1.

The lengths of monitoring data for the nodes follow uniform
distribution from 1.5 to 2.5 Mb. At the beginning of each sim-
ulated period, one user request arrives for each OP requiring
the monitoring data of a particular target node in the area,
which follows a uniform distribution. The maximum numbers
of iteration t1M = 100 and t2M = 1200. The iteration thresh-
olds ε1 = ε2 = 0.1. For the benchmark algorithm [23], the
target node of each OP is regarded as the one which belongs
to the OP and is closest to the one desired by the request. The
capacity of the GW cache L = 50 Mb, and the transmission
rate of GW backhaul G = 20 Mb/s.

Fig. 2 depicts the total utility of the compared algorithms
with respect to the number of iterations under case 1. In this
simulation, we run 1000 iterations for the proposed utility-
oriented and fair-oriented algorithms. It can be observed that
both of the two proposed algorithms converge to a steady state.
The utility-oriented algorithm outperforms the fair-oriented
one, while the gap is close to 4.81 when they converge. This
is due to the setting of case 1, where the gap in the node
number between OPs 1, 2, and 3 is large. The OP with fewer
nodes gets less profits from node virtualization and sharing,
because it always gets service from the nodes of other OPs
with a high probability, so the corresponding expenses are also
high. In contrast, the OP with more nodes make more prof-
its by sharing its nodes. For the utility-oriented algorithm, this
profits unfairness is allowed because it is beneficial for improv-
ing the total utility. However, for the fair-oriented algorithm,
it is handled at the expense of lower total utility. Moreover,
the two proposed algorithms outperform the benchmark while
they are also inferior to the optimal solution. It demonstrates
that through node sharing between OPs, the distance between
the desired node of the requests and GW is reduced compared
with the benchmark, which leads to more profits.

Fig. 3 depicts the total utility of the compared algorithms
with respect to the number of iterations under case 2. In
this case, the gap between OPs in the number of nodes is
smaller than case 1. It can be observed that the utility-oriented
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Fig. 3. Total utility of OPs versus number of iterations under case 2.

algorithm outperforms the fair-oriented one, while the gap is
close to 2.3 when they converge, which is narrowing com-
paring with the one in Fig. 2. This comparison indicates that
when the nodes owned by each OP are similar in quantity, the
performance sacrifice of the fair-oriented algorithm is small
for fair maintenance. Besides, similar to the result in Fig. 3,
the optimal solution and the benchmark achieve the highest
and lowest total utility of OPs, respectively. It can be noticed
that in Figs. 2 and 3, the fair-oriented algorithm takes more
iterations to converge to a steady state than the utility-oriented
one. The reason is that the model of the fair-oriented algorithm
contains more constraints, which leads to higher complexity.

Fig. 4 illustrates the distribution of the total utility of OPs
under case 1. We note that compared with the fair-oriented
algorithm, the utility-oriented algorithm achieves lower utility
for OPs 1 and 2, while it performs far better than the fair-
oriented one for OP 3. Also, the optimal solution has a similar
distribution of total utility, that is, OP 3 makes the most profit
comparing with OPs 1 and 2. The common feature of these
algorithms is that they both cause a huge utility gap between
OPs, where not every OP but the one with more nodes takes
great advantage from node virtualization and sharing. Contrary
to that, the fair-oriented algorithm achieves a nearly uniform
distribution of the utility for each OP. It can be seen that for
the utility-oriented algorithm, the utility gap between OPs 1
and 3 is much wider than the one for the fair-oriented algo-
rithm, which demonstrates the effectiveness of the latter in fair
maintenance. Comparing with the results in Fig. 2, although
it brings some performance sacrifice in total utility, the fair-
oriented algorithm can maintain fairness well among multiple
OPs, which is attractive, especially for the OP with few nodes.

Fig. 5 shows the distribution of the total utility of OPs under
case 2. Similar to the result in Fig. 4, both the utility-oriented
algorithm and the optimal solution cause a huge utility gap
between OPs, while the OP with more nodes benefit more
from node sharing. Also, the fair-oriented algorithm main-
tains fairness well among multiple OPs. Comparing the result

Fig. 4. Distribution of total utility of OPs under case 1.

Fig. 5. Distribution of total utility of OPs under case 2.

in Fig. 5 with the one in Fig. 4, it is obviously noticed that
the utility gap between OPs 3 and 1 for the two proposed
algorithms is narrowed. This is mainly due to the different
setting of cases 1 and 2 since in case 2, the nodes are more
evenly distributed among the OPs, which provides a suitable
environment with less pressure from uneven node distribu-
tion. Within this environment, each OP can achieve a desired
tradeoff between receiving and providing service through node
sharing.

In Fig. 6, we show the distribution of total utility of ETs
under cases 1 and 2, respectively. It can be clearly observed
that the benchmark algorithm achieves the highest metric while
the optimal solution achieves the lowest one. The proposed
fair-oriented algorithm outperforms the utility-oriented one,
both of which are between the optimal solution and the bench-
mark in performance. To some extent, the total utility of ETs
is inversely proportional to the utilization efficiency of cache
and power. For the optimal solution and the utility-oriented
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Fig. 6. Distribution of total utility of ETs.

algorithm, cache and power are allocated to maximize the total
utility of OPs first in the proposed game, so less energy from
ETs is consumed. Different from that, the fair-oriented algo-
rithm gives consideration to both fairness and effectiveness,
resulting in partial loss of utilization efficiency from the per-
spective of utility. For the benchmark, since each OP optimizes
the cache and power separately, it achieves lower efficiency
compared with the joint optimization of the other three ones.

Next, we evaluate the impact of cache capacity on the
performance of the proposed algorithms. Fig. 7 plots the
total utility of the compared algorithms with respect to cache
capacity under case 1. It can be observed that for all the com-
pared algorithms, the total utility of OPs increase with the
increase of cache capacity, and then tend to the same sta-
ble level. This result reflects the relationship between cache
capacity and utility of OPs, that is, as the cache capacity
increases, more and more information from different nodes
are cached, which increases the rate through the backhaul link
if they are requested by the users. When the cache capac-
ity is larger than 120 Mb, the information of almost all the
nodes are cached, so for all the compared algorithms, the
performances tend to the same stable level. The result demon-
strates the cache efficiency from the perspective of OPs, and
it shows that the proposed algorithms are effective to improve
the cache efficiency through appropriate resource allocation
and node sharing comparing with the optimal solution and the
benchmark.

Fig. 8 depicts the total utility of the compared algorithms
with respect to cache capacity under case 2. We see that the
total utility of OPs increase with the increase of cache capacity,
and then tend to the same stable level when the cache capacity
exceeds 120 Mb. It can be also seen that the gap between the
utility-oriented algorithm and the fair-oriented one is narrowed
before the cache capacity exceeds 70 Mb, because in case 2,
the node distribution is more uniform than that of case 1.
The result also shows that by taking advantage of appropri-
ate resource allocation and node sharing, the proposed two
algorithms are effective to improve the utility of OPs.

Fig. 7. Total utility of OPs versus cache capacity under case 1.

Fig. 8. Total utility of OPs versus cache capacity under case 2.

Fig. 9 illustrates the utility of ETs for the compared algo-
rithms with respect to cache capacity under case 1. We see that
the utility of ETs decreases with the increase of cache capac-
ity, and then tend to zero when the cache capacity exceeds
120 Mb. This trend is caused by the reduction of harvested
energy because when more and more information of the nodes
are cached, the OPs rely on no nodes but the backhaul link of
GW to transmit data, which reduce the utility of ETs by reduc-
ing the incentive price. It is noticed that the optimal solution
yields the lowest utility of ETs because it can obtain the high-
est cache efficiency, which is an alternative for the harvested
energy. The performances of the two proposed algorithms are
in between the optimal solution and the benchmark, which
demonstrates their effectiveness in improving cache efficiency.

Fig. 10 shows the utility of ETs for the compared algorithms
with respect to cache capacity under case 2. Similarly, the
utility of ETs decreases with the increase of cache capacity,
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Fig. 9. Utility of ETs versus cache capacity under case 1.

Fig. 10. Utility of ETs versus cache capacity under case 2.

and then tend to zero when the cache capacity exceeds 120 Mb.
The two proposed algorithms are inferior to the benchmark and
outperform the optimal solution. This result corresponds to one
in Fig. 8, which shows that the cache efficiency is inversely
proportional to harvested energy demand. From Figs. 7 to 10, it
reveals that when cache capacity is very large, the optimization
and node sharing are invalid for the cache efficiency, as well
as the incentive mechanism for ETs and OPs.

VI. CONCLUSION

In this article, we have investigated the incentive mechanism
and resource allocation for cache-enabled energy harvesting
IoT with multiple OPs. The problems were jointly formu-
lated as a Stackelberg game, which consisted of incentives for
energy charging of IoT nodes between OPs and ETs, and for
node sharing between multiple OPs. To solve the equilibrium
efficiently, the original leader-level and follow-level problems

were approximated through problem transformation, according
to which an alternative direction algorithm with both versions
of utility-oriented and fair-oriented was proposed. Extensive
simulations demonstrated the effectiveness of the proposed
algorithm in utility improvement and fair maintenance. In
future work, we will consider the incentive mechanism of
virtualized IoT in the multiple-GW multiple-OP scenario.

APPENDIX A
PROOF OF LEMMA 1

First, if C′2 in P2 is violated, according to (3), there is
Ru

ij = G. By substituting this into (8), it can be derived that
ULea(X, Y, P, C) is the decreasing function with respect of
Pm. Thus, all the OPs will decrease Pm by adjusting ym till C′2
holds. Thus, let Pmax indicate the maximum power for each
ET when C′2 is met, so there is Pmax = [ξ/(

∑
m∈M hijmh′ij)].

Hence, by replacing C′2 by Pm ≤ Pmax ∀m ∈ M, P2 is
obtained. Let P∗m denote the optimal solution of P2, then
P∗m is feasible for P2, so there is P∗m ≤ Pmax. Then, by
replacing Pmax by [ξ/(

∑
m∈M hijmh′ij)], it can be derived that∑

m∈M Pmhijmh′ij ≤ ξ , which indicates that P∗m is feasible for
P3. Besides, let P′∗m be the optimal solution of P3, when
P′∗m > Pmax, it is still feasible for P3 if

∑
m∈M Pmhijmh′ij ≤ ξ

holds, so the feasible set of P2 is smaller than the one of
P3, which leads to UFol

m (ym, P∗m) ≤ UFol
m (ym, P′∗m). Thus, the

lemma is proved.

APPENDIX B
PROOF OF LEMMA 2

It can be observed that the objective function of P3 is a
quadratic function with respect of Pm. Besides, constraint (21)
is linear, thus P3 is convex and its Lagrangian function can
be written as

LP3(Pm, μ1, μ2) = ymPm − βP2
m

+ μ1

(

Pm − ξ
∑

m∈M hijmh′ij

)

− μ2Pm

(48)

where μ1 and μ2 are the Lagrange multipliers. The corre-
sponding KKT conditions can be expressed as
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂LP3
(
P∗m, μ1, μ2

)

∂P∗m
= ym − 2βP∗m + μ1 − μ2 = 0 (49)

μi ≥ 0, i = 1, 2 (50)

μ1

(

P∗m −
ξ

∑
m∈M hijmh′ij

)

= 0 (51)

μ2P∗m = 0 (52)

0 ≤ P∗m ≤
ξ

∑
m∈M hijmh′ij

. (53)

First, if P∗m = 0, it can be derived from (51) that μ1 = 0,
by substituting this into (49), there are ym = μ2 and
UFol

m (ym, P∗m) = 0. However, with ym > 0, it always
exists that P′m ∈ (0, [ξ/(

∑
m∈M hijmh′ij)]], which leads to

UFol
m (ym, P′m) > 0. So it indicates that UFol

m (ym, P′m) >
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UFol
m (ym, P∗m), which contradicts the assumption that P∗m is the

optimal solution. If P∗m �= 0, the expression of UFol
m (ym, P∗m)

indicates that ym > 0, because if ym = 0 in this case, it leads
to UFol

m (ym, P∗m) < 0, so the ETs will have no incentive to
charge the nodes, which is conflict with P∗m �= 0. By substi-
tuting P∗m �= 0 into (52), it is deduced that μ2 = 0, so (49)
can be simplified as ym − 2βP∗m + μ1 = 0. Moreover, when
Pm < [ξ/(

∑
m∈M hijmh′ij)], there is μ1 = 0. Combining the

above two derivations, it leads to P∗m = [ym/(2β)]. Since ym

is given by the OPs, when [ym/(2β)] < [ξ/(
∑

m∈M hijmh′ij)],
there are P∗m = [ym/(2β)] and μ1 = 0. When [ym/(2β)] >

[ξ/(
∑

m∈M hijmh′ij)], it leads to P∗m = [ξ/(
∑

m∈M hijmh′ij)], and
with this relationship, the objective function of P1 can be
simplified as

∑
i∈O Ui(Xi, C) − ∑m∈M ymPm, which is the

decreasing function with respect to ym. Hence, the OPs have
incentive to maximize ULea(X, Y, C) by reducing ym, which
will lead to (ym/2β) ≤ [ξ/(

∑
m∈M hijmh′ij)]. Thus, the given

ym should meet the constraint ym ≤ 2β[ξ/(
∑

m∈M hijmh′ij)],
while in this case, P∗m = (ym/2β) always holds, so the lemma
is proved.

APPENDIX C
PARAMETRIC ANALYSIS FOR THE CHOICES OF β, α, AND ϕi

The parametric analysis is conducted for the choices of
β, α, and ϕi in the simulations as follows. For the energy cost
coefficient β, first, we fix the other parameters in the formu-
lated model. To ensure that the value of UFol

m is positive, Pm

should be within (0, (ym/β)) regarding the expression of (9).
So when β tends to infinity, Pm will be infinitesimal, which
leads to the huge decline in utility of OPs, especially for the
OPs with a small number of nodes. This will make constraint
C9 unsatisfied and there is no feasible solution for the formu-
lated model. Therefore, the value of β cannot be too large.
On the other hand, when β tends to 0, Pm will be infinity,
because (9) tends to be a monotone increasing function of
Pm, which will lead to the value of Ru

ij tending to G by (2)
and (3). Thus, the formulated model will lose the significance
of optimizing X, since in this case, the changes of X have lit-
tle effect on the objective function. For the energy conversion
efficiency α, due to its physical meaning, the value should
be less than 1. If α is too large, due to (2) and (3), Ru

ij will
tend to G, which makes it useless to optimize X in the model.
On the other hand, when α tends to 0, Ru

ij also tends to 0,
which also makes the optimization of X ineffective, because
in this case, the transmission rate of each node is close to 0,
and the changes of X has little effect on the objective func-
tion. Therefore, we chose 0.5 for α in the simulations. For
the profit coefficient ϕi, it denotes the profit of OP i from
its user, so in normal circumstances, it should be larger than
cj, which denotes the profit of OP i from other OPs. If the
above condition is not met, for each OP, the profits from the
users may not cover its expense due to node sharing, which
will lead to the violation of constraint C9 and make the model
infeasible.

To meet the above parameters requirement and make the
proposed model effective, we chose the parameters as follows.
Since we have fixed energy conversion efficiency α = 0.5, in

order to guarantee the balance in magnitude for (7)–(9), β and
ϕi are fixed as 0.5 and 1.5, respectively.
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