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Abstract—Symbiotic radio (SR) is emerging as a spectrum-
and energy-efficient communication paradigm for future passive
Internet-of-things (IoT), where some single-antenna backscatter
devices, referred to as Tags, are parasitic in an active primary
transmission. The primary transceiver is designed to assist both
direct-link (DL) and backscatter-link (BL) communication. In
multi-tags SR systems, the transceiver designs become much more
complicated due to the presence of DL and inter-Tag interference,
which further poses new challenges to the availability and relia-
bility of DL and BL transmission. To overcome these challenges,
we formulate the stochastic optimization of transceiver design
as the general network utility maximization problem (GUMP).
The resultant problem is a stochastic multiple-ratio fractional
non-convex problem, and consequently challenging to solve. By
leveraging some fractional programming techniques, we tailor a
surrogate function with the specific structure and subsequently
develop a batch stochastic parallel decomposition (BSPD) al-
gorithm, which is shown to converge to stationary solutions
of the GNUMP. Simulation results verify the effectiveness of
the proposed algorithm by numerical examples in terms of the
achieved system throughput.

Index Terms—Multi-Tags symbiotic radio, stochastic
transceiver optimization, fractional programming, batch
stochastic parallel decomposition algorithm.

I. INTRODUCTION

The Internet-of-Things (IoT) [1] is envisioned to be a key

application scenario in the next-generation wireless networks,

which is conceived for connecting a plethora of devices

together. Specifically, the IoT greatly enhances quality of

our daily life and enables various emerging services such as

health-care, smart home, and many others [2]. Despite these

potential merits, there are two major challenges in realizing

such huge gain in practical IoT systems [3]. First, the battery

life of IoT devices is usually limited due to their restricted

size, which requires more cost-effective maintenance without

frequent battery replacement/rechargement [4]. On the other

hand, the number of IoT devices is expected to grow in

large numbers, while the radio spectrum resource is limited

and will be insufficient to cater the needs of all IoT devices

[5]. Therefore, it is highly imperative to design spectral- and

energy-efficient radio technologies to support practical IoT

systems.

To alleviate the performance bottleneck, one promising

solution is to leverage the ambient backscatter communications
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(AmBC) [6], where the ambient backscatter devices, referred

to as Tags [7], can transmit over the surrounding ambient radio

frequency (RF) signals without requiring active RF compo-

nents. Moreover, the AmBC shares the same spectrum with the

legacy system, and does not occupy any additional spectrum,

which thereby significantly improves the spectral utilization

efficiency [8]. However, due to the nature of spectrum sharing,

the direct-link (DL) transmission imposes severe interference

on the backscatter-link (BL) transmission [9], which further

limits the overall system performance. To overcome this issue,

a growing body of literatures have recently proposed various

methods. In [10], the frequency shifting (FS) technique was

first integrated with AmBC to suppress the DL interference

(DLI). This framework was further developed in [11] to enable

efficient inter-technology backscatter transmission. Neverthe-

less, the implementations of above FS techniques require the

additional spectrum resources, which is not suitable for IoT

deployments due to the spectrum scarcity problem. Bypassing

the above problems, [12] combines AmBC and multiple-

input-multiple-output (MIMO) to further improve the spectral

efficiency of IoT networks as well as effectively mitigate the

DLI. Moreover, a cooperative receiver with multiple antennas

was proposed in [13] to recover signals from both the DL and

BL transmission. In [14], a novel joint design for backscat-

tering waveform and receiver detector was devised exploiting

the repeating structure of the ambient orthogonal frequency

division multiplexing (OFDM) signals due to the use of cyclic

prefix.

Different from treating the legacy signal as an interference

in conventional AmBC systems, a novel technique, called sym-

biotic radio (SR), was first proposed in [15] to assist both the

DL and the BL transmission. Specifically, the BL transmission

shares not only the RF source and the spectrum resource

but also the receiver with DL transmission in SR systems.

Hence, the SR designs have the following advantages: On

one hand, the BL transmission can help the DL transmission

through providing additional multipath. On the other hand,

the DL transmission offers transmission opportunity to Tags

[16]. Moreover, conventional AmBC harvests energy from

ambient signals to support the circuit operation, while in the

SR system, we focus on the symbiotic relationship between

primary and BL transmissions, and thus the circuit operation

can be supported by an internal power source. Due to these

desirable features, SR systems have recently drawn consider-

able interests from the research community. In [15], two novel

joint transceivers was designed to maximize the weighted sum

rate and minimize the transmit power for the single-Tag SR
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systems, respectively. Furthermore, the SR system with fading

channels was considered in [17], where the transmit power at

the DL transmission and the reflection coefficient at the Tag

were jointly optimized to maximize the ergodic weighted sum

rate of DL and BL transmission under long-term/short-term

transmit power constraint. To further reduce the transmission

latency and improve the spectral efficiency, the authors of [18]

amalgamated full-duplex techniques with the SR systems and

tackled the self-interference by relying on clever interference

cancellation. In addition, the authors of [19] invoked the non-

orthogonal multiple access (NOMA) technology for the SR

systems to enable multiple devices share the allotted spectrum

in the most effective manner.

However, it is worth emphasizing that the existing

transceiver designs for single-Tag SR systems cannot be

directly applied to the multi-Tags SR systems. In multi-

Tags SR systems, the transceiver designs become much more

complicated due to the presence of inter-Tag interference,

which further poses new challenges to the availability and

reliability of DL and BL transmission. Moreover, the previous

works focus on maximizing rate performance for Tags, which

may not be a suitable in the SR regime. The reason is that

Tag cannot perform complicated adaptive modulation coding

(AMC) but only simple coding and modulation scheme such

as OOK with simple channel coding (e.g., Hamming code)

with a fixed data rate, due to the limited hardware capability.

As such, it is more desirable to guarantee certain signal-to-

interference-plus-noise ratio (SINR) for all Tags so that all

Tags can achieve an acceptable quality-of-service (QoS)/ bit

error rate (BER). To the best of our knowledge, although the

conventional multi-Tags AmBC system has been studied

in the literature, the transceiver design of the multi-Tags

SR system based on the SINR utility maximization has not

yet been addressed in the literature.

Motivated by the above concerns, we propose a stochastic

transceiver design for the downlink of the multi-Tags SR

systems, to alleviate the performance bottleneck caused by the

DLI and inter-Tag interference. In such design, the primary

transmitter (PT) first employs the transmit beamforming to

support both the DL and BL transmission. Moreover, the

primary receiver (PR) applies the receive beamforming to

suppress the DLI and separate out the backscattered signal

from multiple Tags. Then, we jointly optimize the transmit

beamforming at the PT as well as the receive beamforming

at the PR by maximizing a general utility function of the

expected SINR of both the primary and backscatter transmis-

sions, under practical optimization constraints. In particular,

we also focus on a novel SINR utility function as an example,

which is designed based on the barrier method [20] such that

by maximizing it, the PR’s expected SINR can be maximized

and meanwhile, each Tag’s expected SINR can be guaranteed

to exceed certain threshold. Note that the resulting problem

formulation is amenable to network optimization because it

avoids complicated stochastic nonconvex QoS constraints, but

meanwhile guaranteeing the favorable SINR of all Tags with

high accuracy. The designed multi-Tags SR system has a

great potential for applications in future green IoT systems

such as wearable sensor networks and smart homes. For

example, a smartphone simultaneously recovers information

from both a WiFi access point and domestic sensors for smart-

home applications. However, these are also several technical

challenges in the implementation of this architecture:

• Stochastic Multiple-ratio Fractional Non-convex Op-

timization: The joint optimization of the transmit beam-

forming and the receive beamforming belongs to stochas-

tic non-convex optimization, which is difficult to solve.

Specifically, the objective function is nonconvex and

contains the expectation operators, which cannot be

computed analytically and accurately. In addition, the

resulting optimization problem is also typically a function

of multiple-ratio fractional programming (FP), where the

optimization variables appear in both the numerator and

the denominator, leading to an NP-hard problem.

• Lack of Real-time Tags’ Symbol Information: In

practice, it is difficult to obtain the real-time Tags’ symbol

information (TSI) due to the limited coherence time

and the huge signaling overhead. Therefore, it is more

reasonable to consider a design based on TSI statistics,

with the reduced feedback signaling.

• Convergence Analysis: It is very important to establish

the convergence of the algorithm. However, this is non-

trivial for a stochastic multiple-ratio fractional nonconvex

optimization problem, due to the following reasons. First,

the objective function of the formulated optimization

problem is nonconvex. Second, it is difficult to estimate

accurately the corresponding expected value.

To address the above challenges, we propose a batch

stochastic parallel decomposition (BSPD) algorithm to solve

such stochastic multiple-ratio fractional non-convex problem.

Different from the traditional sample average approximation

(SAA) method [21], it does not require to collect a large num-

ber of samples of the random system states before solving the

resulting problem and process all samples per iteration, which

alleviates the performance bottleneck caused by huge memory

requirement and computational complexity. In particular, we

tailor a surrogate function by exploiting the special fractional

structure of the formulated optimization problem, which re-

places the expected values with properly chosen incremental

sample estimates of it and linearizes the nonconvex part.

Based on the well-designed surrogate function and properly

chosen step-size sequence, such incremental estimates are

expected to be more and more accurate as the number of

iterations increases. Consequently, we establish convergence

of the proposed BSPD algorithm to stationary solutions in

a mini-batch fashion. Moreover, it should be emphasized

that the convergence and complexity of the proposed BSPD

algorithm heavily depend on the choice of surrogate function.

The well-designed surrogate function will help to speed up

the convergence speed by preserving the structure of the

original problem and provide some other potential advantages

as elaborated in Remark 2. Finally, simulation results verify

the advantages of the proposed algorithms over the baselines.

The rest of paper is organized as follows. In Section II,

we give the system model for the downlink of a multi-Tags

SR system and formulate the joint optimization of stochastic
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transceiver as a stochastic non-convex optimization problem.

The proposed BSPD algorithm and the associated convergence

proof are presented in Section III. The simulation results are

given in Section IV to verify the advantages of the proposed

solution, and the conclusion is given in Section V.

Notations: Scalar, vectors, and matrices are respectively de-

noted by lower case, boldface lower case, and boldface upper

case letters. Im represents an identity matrix with dimension

m × m. For a matrix A, A
T , A

∗, A
H , A

−1, and Tr(A)
denote its transpose, conjugate, conjugate transpose, inverse,

cholesky decomposition, and trace, respectively. For a vector

a, ‖a‖ represents its Euclidean norm. Further, E[·] denotes

expectation operation, , denotes definition, and the operator

vec(·) stacks the elements of a matrix in one long column

vector. Cm×n (Rm×n) denotes the space of m × n complex

(real) matrices. CN (δ, σ2) represents a complex Gaussian

distribution with mean δ and variance σ2.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. Network Architecture and Channel Model

Consider the downlink of a multi-Tags SR system consisting

of a primary transmitter (PT) equipped with M antennas,

K single-antenna passive Tags, and a primary receiver (PR)

equipped with N antennas, as shown in Fig. 1. For such

scenario, the BL transmission reuses the spectrum of the DL

transmission.

Fig. 1: An illustration of the downlink of a multi-Tags SR

system.

Furthermore, each Tag k modulates its information bits over

the ambient RF signals by dynamically adjusting its antenna

impedance, without requiring active RF components in its

transmission part, as illustrated in Fig. 2. Specifically, Tag

k switches its impedance into the backscattered state, and

backscatters the incoming signal. Otherwise, Tag k switches

its impedance into the matched state, and dose not backscatter

any signal [6]. Hereinafter, we let αk ∈ [0, 1] be a constant

reflection coefficient1 of Tag k. Moreover, we adopts the on-

off keying (OOK) modulation scheme for BL transmission due

to the simple circuit design. Each Tag k decides whether or

not to transmit signal with probability ρk in an i.i.d. manner.

1The refection coefficient of each Tag depends on the specific hardware
implementation, such as the reradiation of closed-circuited antenna, the chip
impedance, and many others [13], [23].

In this case, the symbol transmitted from Tag k with symbol

period Tb can be expressed as follows:

bk =

{

1, if Tag k is in backscattered state,

0, otherwise,

so that Pr(bk = 1) = ρk, and Pr(bk = 0) = 1− ρk.

Following the the earlier works on the SR scenario [12],

[13], [17], we also assume that the distance between any Tag

and the PR is much shorter than that between the PT and the

PR, due to the limited transmission range of the backscatter

communication. Several time synchronization methods have

been proposed to accurately estimate signal propagation delay,

see e.g. [15], [22]. By applying the above methods, all the

propagation delay can be compensated properly and the signals

are synchronized perfectly.

Fig. 2: Diagram of the analog signal chain for a passive Tag.

For clarity, we consider a block-fading channel model where

the channel is static in each block. The DL channel from the

PT to the PR is denoted by Hd ∈ CM×N . Further, we let

hk ∈ CM and gHk ∈ C1×N respectively denote the BL channel

from the PT to Tag k, as well as from Tag k to the PR. In

this case, the signal received at the PR can be written as

y(t) = H
H
d vs(t) +

K
∑

k=1

√
αkgkh

H
k vs(t)bk(t) +w(t),

where v ∈ CM is the transmit beamforming employed at the

PT; s(t) is the signal transmitted by the PT with symbol period

Ts, and w(t) is the additive white Gaussian noise (AWGN) at

the PR.

B. Timeline and Implementation Consideration

In the SR regime, the symbol transmitted from each Tag

bk(t) has a much longer symbol period than the symbol

transmitted from the PT s(t), i.e., Tb = LTs with an integer

constant L ≫ 1. The coherence time of channel is divided

into timeslots and each timeslot consists of L symbols, as

illustrated in Fig. 3. Specifically, all the Tag symbols are

assumed to be constant within the same timeslot.

Within one particular timeslot, we discretize the received

signal y(t) with the sampling rate 1
Ts

, and obtain the following

expression with perfect synchronization:

yl = H
H
d vsl +

K
∑

k=1

√
αkbkg

H
k hHk vsl +wl, (1)
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Fig. 3: An illustration of the timeline.

where yl , y(lTs) is the l-th received signal at the PR, sl ,
s(lTs) ∼ CN (0, 1) is the l-th primary signal transmitted from

the PT, bk is the symbol transmitted from Tag k within current

timeslot, and wl , w(lTs) is the AWGN with i.i.d. entries

distributed as CN (0, σ2
w).

In this paper, we assume that the multi-Tags SR system

operates in the time-division duplexing (TDD) mode [24],

and the channel state information (CSI) can be obtained by

uplink training. In particular, the uplink channel estimation

in each particular block is divided into two phases. In both

phases of training, the PR sends uplink pilot signals and

the PT estimates the channel. In the first phase, each Tag

switches its impedance into the matched state, so that PT can

estimate the uplink DL CSI based on the received pilot signal.

Then, the corresponding downlink DL CSI Hd is obtained

by exploiting the channel reciprocity. In subsequent phase,

each Tag switches its impedance into the backscattered state in

turns, so that PT can estimate the corresponding BL effective

CSI h̃k , bkĥk ∈ CM×N with ĥk , hkgk by subtracting

the estimated DL CSI from the estimated composite channel

Hd+ h̃k [15]. As a result, both PT and PR can obtain CSI of

the DL and BL transmission.

For convenience, we let ĥ =
[vecT (ĥ1), · · · , vecT (ĥK)]T ∈ CKMN , h̃ =
[vecT (h̃1), · · · , vecT (h̃K)]T ∈ CKMN , and

h , [vecT (Hd) , ĥ
T ]T . Hence, the proposed stochastic

transceiver is designed based on the effective BL CSI h̃

and DL CSI Hd, rather than directly using the respective

knowledge of hk and gk. Note that Hd only needs to be

estimated once per block (channel coherence time), while

h̃ needs to be estimated once per timeslot. As observed in

earlier works [12], [13], [15], [17], the training overhead for

channel estimation and time synchronization can be ignored

due to the limited number of Tags and large L.

C. SINR Expression

In this paper, we also assume that the signal strength of

the backscatter link is much weaker than that of the direct

link, due to the following facts. First, the hardware capability

of the Tags is limited, and thus the backscattering operation

would inevitably result in the power loss of the Tags’ symbols.

Second, all the Tags’ symbols are transmitted through two

channels and suffer from double attenuation. This is a typical

operating regime that has been assumed in many works on SR

systems [15], [18], [19]. In this regime, the PR can apply the

DLI cancellation technique to detect and decode the desired

message based on the estimated CSI Hd and h̃k, where the

primary information ŝl is first retrieved from the received

signal and then the backscattered signal is obtained after

eliminating the retrieved signal ŝl.
Hereinafter, we let us ∈ CN and uk ∈ CN respec-

tively denote the linear receive beamforming employed at the

PR for detecting the primary signal and Tag k signal, and

u , [uTs ,u
T
1 , · · · ,uTK ] ∈ CN(K+1). Applying the receive

beamforming us at the PR, the estimated signal is given by

ŝl = uHs yl = uHs H
H
d vsl +

K
∑

k=1

√
αku

H
s h̃

H
k vsl + uHs wl.

For given optimization variable θ , [vT ,uT ]T , Tags’

symbol vector b , [b1, · · · , bK ]T , and channel realization h,

the SINR of the DL transmission given by

γs(θ; b) =
|uHs hHeq(b)v|2
σ2
wu

H
s us

, (2)

where heq(b) = Hd +
∑K

k=1

√
αkh̃k is the effective channel

for decoding sl.
In the subsequent phase, the PR eliminates the DLI based

on the retrieved signal ŝl and the estimated CSI Hd. Conse-

quently, it yields the following expression:

yb,l =

K
∑

k=1

√
αkĥ

H
k vslbk +wl. (3)

Then, the PR apply the linear receive beamforming vector

uk to obtain the estimated signal for Tag k as follows

ŷk,l = uHk yb,l =

K
∑

m=1

√
αku

H
k ĥHmvslbm + uHk wl. (4)

Since each Tag only transmits a single symbol within one

particular timeslot, the primary signal sl can be treated as

the spread spectrum code of length L when decoding bk, ∀k.

By exploiting the temporary diversity via the despreading

operation using the decoded primary signal sl’s, the signal

after despreading can be expressed as

ŷk =
K
∑

m=1

hkmbm +we = hkkbk +
∑

m 6=k

hkmbm +we, (5)

where hkm = 1
L

√
αmuHk ĥHmv‖s‖ with s , [s1, · · · , sL]T

is the effective channel after despreading, and we =
∑L
l=1

s∗l u
H
k wl

L‖s‖ is the effective noise. Note that the beamform-

ing vector uk is designed to suppress the inter-tag-interference
∑

m 6=k hkmbm. As such, one can easily recover the original

OOK symbol bk for tag k from ŷk.

Given the optimization variable θ, primary signal vector s,

and channel realization h, the SINR of the BL transmission

from Tag k is given by

γk(θ; s) =
αkΛk‖s‖2|uHk ĥHk v|2

∑K
m 6=k αmΛm‖s‖2|uHk ĥHmv|2 + σ2

wu
H
k uk

, (6)
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where Λk , ρk(1− ρk).
Using the above notations, the expected SINR of the DL

and the BL transmission are given by γ̂s(θ) = Eb[γs(θ; b)]
and γ̂(θ) = [γ̂1(θ), · · · , γ̂K(θ)]T with γ̂k(θ) = Es[γk (θ; s)],
respectively. For convenience, we let γ̂A ,

[

γ̂s(θ); γ̂(θ)
]

denote the composite average SINR vector.

Remark 1. In practice, it may be difficult to perform perfect

DLI cancellation due to potential sources of errors such as

channel estimation errors and decoding errors. In this case,

the received signal after DLI cancellation can be expressed as

yb,l =

K
∑

k=1

√
αkĥ

H
k vslbk +

√
̺HH

d vsl +wl,

where 0 < ̺ < 1 denotes the power coefficient of the residual

interference after DLI cancellation. Following the earlier

work [3], the residual error after DLI cancellation can be

approximated as Gaussian noise, thereby increasing the noise

variance of the whole system. The proposed BSPD algorithm

can be readily extended to such a scenario with imperfect DLI

cancellation. However, the concrete model about the residual

error after DLI cancellation is beyond the scope of this paper.

D. Problem formulation

The joint optimization of the transmit and receive beam-

forming can be formulated as the general network utility

maximization problem (GUMP):

PG : max
θ∈Ω

f (γ̂A) , (7)

where Ω , {v|Tr
(

vvH
)

≤ Pmax} is the feasible set of

optimization variables θ, and Pmax is the power budget of

the PT. The network utility function f(·) is a continuously

differentiable and concave function of argument. Moreover,

f(·) is non-decreasing with respect to each component of

argument and its corresponding partial derivative is Lipschitz

continuous. Example of commonly used utility functions are

the sum performance utility, proportional fairness utility, and

harmonic mean rate utility [27]–[29]. For clarity, we focus on

a novel SINR utility function as an example, which is designed

based on the barrier method [20] such that by maximizing it,

the PR’s expected SINR can be maximized and meanwhile,

each Tag’s each Tag’s expected SINR can be guaranteed to

exceed certain threshold (with high accuracy). As such, the

optimization problem PG becomes:

P : max
θ∈Ω

f (γ̂A) = γ̂s(θ)+
1

ψ

K
∑

k=1

log(γ̂k(θ)− γ0,k), (8)

where γ0,k is a positive average SINR target for the k-

th BL transmission link, 1
ψ

∑K
k=1 log(γ̂k(θ) − γ0,k) is the

barrier function used to guarantee the SINR requirement (i.e.,

guarantee that the expected SINR of all BL transmission

links is no less than the corresponding targets γ0,k’s) and ψ
is a parameter to control the price of the barrier function.

Here, we remark that the above utility is different from the

traditional weighted sum performance utility [27] in that the

barrier function in (8) can guarantee the SINR requirement

for all Tags with high accuracy, since log(γ̂k(θ)− γ0,k) will

tend to minus infinity as the SINR γ̂k(θ) deviates from the

target γ0,k. Specifically, the parameter ψ can be used to control

the tradeoff between the accuracy of the SINR requirement

guarantee and the smoothness of the barrier function.

Note that there are several challenges in finding stationary

solutions of problem P , elaborated as follows. First, the

objective function contains expectation operators, which is

difficult to have a closed-form expression. Second, problem

P is typically a function of multiple-ratio FP, where the

optimization variable θ appears in both numerator and the

denominator of γ̂A. In particular, solving the above multiple-

ratio FP is always NP-hard. To the best of our knowledge,

there lacks an efficient algorithm to handle such stochastic

nonconvex optimization problem P .

III. STOCHASTIC PARALLEL DECOMPOSITION

ALGORITHM FOR GENERAL UTILITY OPTIMIZATION

In this section, we propose a BSPD algorithm to find

the stationary solutions of problem P . We shall first define

the stationary solutions of problem P . Then we elaborate

the implementation details of the proposed algorithm, and

establish its local convergence.

A. Stationary Point of Problem P
Before elaborating the implementation details of the pro-

posed algorithm, the stationary solutions of problem P is

defined as:

Definition 1. A solution θ⋆ is called a stationary solution of

problem P if it satisfies the following condition:

(θ − θ⋆)TJθ(θ
⋆)∇γ̂A

f (γ̂⋆A) ≤ 0, ∀θ ∈ Ω, (9)

where Jθ(θ
⋆) is the Jacobian matrix 2 of the SINR vector γ̂A

with respect to θ at θ = θ⋆, and ∇γ̂A
f (γ̂⋆A) is the derivative

of f (γ̂A) at γ̂A = γ̂⋆A , γ̂A(θ
⋆).

In the following, we propose a BSPD algorithm to find

stationary points of problem P .

B. Proposed BSPD Algorithm for Solving Problem (8)

The proposed BSPD algorithm is summarized in Algo-

rithm 1. In BSPD algorithm, an auxiliary weight vector

ν , [ν0, · · · , νK ]T is introduced to approximate the derivative

∇γ̂A
f (γ̂A). Note that traditional SAA method needs to collect

a large number of samples for the random state {s, b} before

solving the stochastic optimization problem (8) and processes

all samples per iterations. Hence, it requires huge memory

to store the samples and the corresponding computational

complexity is also higher. To address the above issues, we

use mini-batch method [32] to achieve good convergence

speed with the reduced computational complexity. In each

iteration, J mini-batches are generated for s and b independent

and identically drawn from the primary data distribution and

2The Jacobian matrix of γ̂A(θ) is defined as Jγ(θ) =
[∇θγ̂s,∇θγ̂1, · · · ,∇θ γ̂K ], where ∇θγ̂k is the partial derivative of
γ̂k with respect to θ.
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tag data distribution specified in Section II, respectively. Let

superscript t denote variables associated with the t-th iteration.

In the t-th iteration, one random mini-batch {stj , btj , j =
1, · · · , J} of size J is generated. Here, we only briefly discuss

the impact of J on the overall convergence of Algorithm

1. A larger J usually leads to a faster overall convergence

speed at the cost of higher computational complexity at each

iteration. When J = 1, the BSPD algorithm has the lowest

complexity per iteration, but the total number of iterations

will also increase.

Note that the optimal θ and ν cannot be obtained by

directly maximizing f (γ̂A) because f (γ̂A) is not concave

and it does not have closed-form expression. To enable the

original nonconvex problem amenable to optimization, we first

recursively approximate the average SINR vector γ̂A based on

the online observations of random mini-batch, which is given

by

γ̃ts = (1− ξt)γ̃t−1
s + ξt

J
∑

j=1

γs(θ
t−1, btj)/J, (10)

γ̃tk = (1− ξt)γ̃t−1
k + ξt

J
∑

j=1

γk(θ
t−1, stj)/J, (11)

with γ̃0s = γ̃0k = 0, where ξt ∈ (0, 1] is a step-size sequence to

be properly chosen. Hereinafter, we let γ̃tA = [γ̃ts, γ̃
t
1, ..., γ̃

t
K ]T

denote the recursive approximation of the average SINR vector

γ̂A in the t-th iteration.

Then the weight vector ν is updated as:

νt = (1− ωt)νt−1 + ωtν̃t, (12)

where ωt ∈ (0, 1] is a step-size sequence satisfying
∑

t ω
t =

∞,
∑

t(ω
t)2 <∞, and ν̃t , ∇γ̂A

f(γ̃tA).

Based on the recursive approximation γ̃tA, the recursive

approximation of the partial derivative ∇θf(γ̂A) with respect

to θ is given by

Ξ
t = F

tνt, (13)

F
t = (1− ξt)Ft−1 + ξt∇θγ̃

t
A, (14)

along with F
0 = 0. It will be shown in Lemma 2 that the

recursive approximation γtA and Ξ
t respectively converge to

true average SINR and partial derivative, which address the

issue of no closed-form characterization of the average SINR

vector and guarantees the convergence of Algorithm 1.

Based on the generated mini-batch {stj, btj}, the current

iterate νt and the last iterate θt−1 , [(vt−1)T , (ut−1)T ]T ,

we tailor a surrogate function of the objective with the specific

structure as follows:

f̃ t(θ) =ξtg̃t(θ) + (1 − ξt)(Ξt)T (θ − θt−1)− q(θ, θt−1),
(15)

where the proximal regularization function q(θ, θt−1) is given

by

q(θ, θt−1) =τv‖v − vt−1‖2 + τu‖u− ut−1‖2, (16)

Algorithm 1 Proposed BSPD Algorithm for solving P
Input: Step-size sequence {ξt, ωt}.
Initialization: θ0 ∈ Ω; ν0 = [1, · · · , 1]T , and t = 1.

Repeat

Step 1: Realize J mini-batches of independent random states

{st
j , b

t
j}.

Step 2: Calculate ν̃t = ∇γ̂A
f(γ̃t

A) and update νt according

to (12).

Step 3: Update the surrogate function f̃ t(θ) according to (15).

Step 4: Apply Algorithm 2 with input {st
j , b

t
j}, ξt νt and

θt−1 to obtain θ̃t, as elaborated in Section III-C.

Step 5: Update θt according to (29).

until the value of objective function f̃ t(θ) converges. Other-

wise, let t← t+ 1.

with τv , τu > 0 are positive constants; and g̃t(θ) is the sample

average approximation of original objective function f(γ̂A),
given by

g̃t(θ) =
1

J

J
∑

j=1

(

gtj(v,u
t−1) + gtj(v

t−1,u)

− gtj(vt−1,ut−1)
)

, (17)

where gtj(v,u) is the approximate objective function for the

specific realization of random system states {stj , btj} given by

gtj(v,u) =ν0γ
t
s

(

v,u, btj) +

K
∑

k=1

νkγ
t
k(v,u, s

t
j), (18)

where the first term γts
(

v,u, btj) can be expressed as

γts
(

v,u, btj) =2Re{(φts(btj))HuHs hHeqv}
− σ2

w(φ
t
s(b

t
j))

HuHs usφ
t
s(b

t
j) (19)

where φts(b
t
j) is a constant depending on the last iterate

(vt−1,ut−1) and the current realization of btj given by

φts(b
t
j) = (σ2

wu
H
s us)

−1uHs hHeqv, (20)

and the second term γtk
(

v,u, stj) can be expressed as

γtk
(

v,u, stj) =2Re{
√

αk‖stj‖2Λk(φtk(stj))HuHk ĥ
H
k v}

− (φtk(s
t
j))

HΓk(v,u, s)φ
t
k(s

t
j), (21)

where Γk(v,u, s
t
j) is the function of (v,u) given by

Γk(v,u, s
t
j) =

K
∑

m 6=k

αmΛm‖stj‖2|uHk ĥHmv|2 + σ2
wu

H
k uk,

(22)

and φtk(s
t
j) is a constant depending on the last iterate

(vt−1,ut−1) and the current realization of stj given by

φtk(s
t
j) = Γ−1

k (v,u, stj)
√

αk‖stj‖2Λk(φtk(stj))HuHk ĥHk v).

(23)

Using the above notations, we aim to prove the following

lemma, which plays a key role in the establishing the local

convergence of the proposed BSPD algorithm to stationary

solutions.
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Lemma 1. Both the gradient and the objective value of the

approximate function g̃t(θ) are unbiased estimation of the

weighted sum average SINR, i.e.,

γts
(

vt,utbtj) = γs(θ
t, btj), (24)

γtk
(

vt,ut, stj) = γk(θ
t, stj), (25)

Eb,s

[

gtj(v
t,ut)− (νt)T γ̂A(θ

t)
]

= 0, (26)

Eb,s

[

∇θg
t
j(v

t,ut)−∇θ(ν
t)T γ̂A(θ

t)
]

= 0. (27)

Proof. By exploiting the quadratic transform method [33],

[34], γts
(

v,u, btj) and γtk
(

v,u, stj) respectively follow from

γs(θ
t, btj) and γk(θ

t, stj). Consequently, we have (24) and

(25). Combining (24) and (25) with the fact that the random

state {s, b} is bounded and identically distributed, both (26)

and (27) immediately hold. This completes the proof.

For fixed ν, we first obtain the optimal solution θ̃t of the

following problem:

max
θ∈Ω

f̃ t(θ). (28)

For the detailed procedure for solving problem (28) in

a parallel fashion, it will be postponed to Section III-C.

Moreover, θ is updated according to

θt = (1− ωt)θt−1 + ωtθ̃t. (29)

Finally, the above steps are repeated until convergence.

Remark 2. The potential advantages of the structured surro-

gate function for problem P are elaborated below. First, the

numerator and denominator in (8) are now decoupled in prob-

lem (28), which overcomes the difficulty from the nonlinear

fractional coupling. Second, the structured surrogate function

in problem (28) preserves the structure of the original problem,

which helps to speed up the convergence speed. Third, we

also observe that the constraint is separable with respect to

the two blocks of variables, i.e., v, and u. Therefore, we can

decompose the original problem (28) into two independent

subproblems with respect to each block of variables, where

Algorithm 2 Proposed Parallel Algorithm for solving (28)

Input: Last iterate θt−1 , current iterate νt, current step size ξt, and
current mini-batches {st

j , b
t
j}.

Step 1: Obtain vt,⋆ by solving problem (30).

Step 2: Obtain ut,⋆ by solving problem (36).

Step 3: Terminate the algorithm and output {vt,⋆,ut,⋆}.

each subproblem is strongly convex and can be efficiently

solved in a parallel and distributed fashion, as detailed in

Section III-C.

Remark 3. The reason that the optimization variable θt are

obtained by solving problem (28) is as follows. According

to (9), it implies that a stationary solution θ⋆ must be a

stationary point of problem (28) with a stationary weight

vector ν⋆ = ∇γ̂A
f (γ̂⋆A), while ν⋆ is not known a prior.

Consequently, the key idea of the proposed algorithm is to it-

eratively update the optimization variable νt until it converges

to the corresponding stationary solution ν⋆. Then the limiting

optimization variable θ⋆ satisfying (9) can be obtained by

finding a stationary point of the corresponding problem (28)

as t→∞.

C. Proposed Parallel Optimization Algorithm for Solving

Problem (28)

The proposed parallel optimization algorithm for solving

problem (28) is summarized in Algorithm 2. Here, we em-

phasize that Step 2 and 3 in Algorithm 2 are executed

in a parallel fashion. At iteration t, Algorithm 2 is ini-

tialized with the input {stj , btj}, ξt, νt and θt−1. Based

on the acquired input {stj , btj}, νt and θt−1, the auxil-

iary variable φt can be calculated according to (20) and

(23), where φt = [(φts)
T , (φt1)

T , · · · , (φtK)T ]T with φts =
[φts(b

t
1), · · · , φts(btJ )]T and φtk = [φtk(s

t
1), · · · , φtk(stJ )]T .

Given auxiliary variable φt, problem (28) can be decom-

posed into two independent strongly convex subproblems with

vt,⋆(µ) =
(

Υ
t(µ)

)−1
(ξt

J

J
∑

j=1

[

K
∑

k=1

νk

√

αkΛk‖stj‖2φk(θt−1, stj)ĥkuk + ν0φs(θ
t−1, btj)hequs

]

+ (1− ξt)∇vJ
t
v + τvv

t−1
)

.

(33)

Υ
t(µ) =

ξt

J

J
∑

j=1

K
∑

k=1

νk

K
∑

m 6=k

‖stj‖2αmΛmφk(θ
t−1, stj)φ

H
k (θt−1, stj)ĥmuku

H
k ĥHm + (µ+ τv)IM . (34)

ut,⋆s =
([ξt

J

J
∑

j=1

σ2
wφs(θ

t−1, btj)φ
H
s (θt−1, btj) + τu

]

IN

)−1(ξt

J

J
∑

j=1

φHs (θt−1, btj)h
H
eqv + (1− ξt)J tus

+ τuu
t−1
s

)

. (38)

u
t,⋆
k =

(ξt

J

J
∑

j=1

φk(θ
t−1, stj)φ

H
k (θt−1, stj)

(

K
∑

m 6=k

‖stj‖2αkΛmĥHmvvH ĥm + σ2
wIN

)

+ τuIN

)−1

×
(ξt

J

J
∑

j=1

√

αk‖stj‖2ΛkφHk (θt−1, stj)ĥ
H
k v + (1− ξt)J tuk

+ τuu
t−1
k

)

. (39)
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respect to each variable, which can be efficiently solved in a

parallel and distributed manner. In the following, we show how

these two subproblems are addressed.

1) Optimization of v: We here focus on optimizing the

transmit beamforming v by considering the following opti-

mization problem

max
v

g̃t(v) (30a)

s.t. Tr
(

vvH
)

≤ Pmax, (30b)

where the objective function in (30) is given by

g̃t(v) =
ξt

J

J
∑

j=1

gtj(v,u
t−1) + (1− ξt)(J tv)T (v − vt−1)

− τv‖v − vt−1‖2, (31)

and J tv is the recursive approximation of the partial derivative

∇vf(γ̂A) with respect to v as specified in (13)-(14).

Clearly, problem (30) is an quadratically constrained

quadratic optimization problem, which can be solved by deal-

ing with its dual problem. by introducing Lagrange multiplier

µ for the corresponding constraint Tr
(

vvH
)

≤ Pmax, we

define the Lagrangian associated with problem (30) as

Lt(v, µ) , g̃t(v)− µ
(

Tr
(

vvH
)

− Pmax

)

. (32)

Since Lt(v, µ) with respect to v for fixed Lagrange mul-

tiplier is an unconstrained quadratic optimization problem, it

can be efficiently solved by checking its first-order optimal

condition, which yields the optimal vt,⋆(µ) with Υ
t(µ) de-

fined in (33)-(34) as displayed at the bottom of the next page.

Note that µ in (33) is chosen to be zero ‖vt(0)‖2 ≤ Pmax and

chosen to satisfy ‖vt(µ)‖2 = Pmax otherwise.

2) Optimization of u: The subproblem with respect to

receive beamforming u is given by

max
u

g̃t(u) (36)

where the objective function in (36) is given by

g̃t(u) =
ξt

J

J
∑

j=1

gtj(v
t−1,u) + (1− ξt)(J tu)T (u− ut−1)

− τu‖u− ut−1‖2, (37)

and J tu is the recursive approximation of the partial derivative

∇uf(γ̂A) with respect to u as specified in (13)-(14).

It is seen that problem (36) is an unconstrained quadratic

optimization, which can be efficiently solved by applying

the first-order optimal condition. After some calculations and

appropriate rearrangement, the optimal ut,⋆s and u
t,⋆
k are

defined in (38)-(39) as displayed at the bottom of this page.

D. Convergence and Computational Complexity

In this subsection, we establish the local convergence of the

proposed BSPD algorithm to stationary solutions. To this end,

the step-size sequence {ξt, ωt} needs to satisfy the following

conditions.

Assumption 1. (Assumption on step sizes)

(1) ξt → 0,
∑

t ξ
t =∞,

∑

t(ξ
t)2 <∞, limt→∞ ξtt−

1

2 <∞.

(2) ωt → 0,
∑

t ω
t =∞,

∑

t(ω
t)2 <∞.

(3) limt→∞ ωt/ξt = 0.

The motivation for the above conditions on {ξt, ωt} is

explained below. First, Assumption 1-(1) and 1-(2) state that

both ξt and ωt follow the diminishing step-size rule, while

not approaching to zero too fast. Note that similar diminishing

step-size rule has been assumed in many other stochastic

optimization methods such as the stochastic gradient

method [35], [36] and the stochastic successive convex

approximation method in [37]–[40]. Second, Assumption

1-(3) states that the diminishing speed of ξt is slower than

that of ωt. According to (10)-(11), we can see that the

average SINR vector γ̂A is roughly obtained by averaging

the instantaneous SINR
∑J

j=1 γ̃A(θ
t− 1

ξt , b
t− 1

ξt
−1

j )/J ,
∑J
j=1 γ̃A(θ

t− 1

ξt
+1

, b
t− 1

ξt

j )/J, ...,
∑J
j=1 γ̃A(θ

t−2, bt−1
j )/J ,

∑J
j=1 γ̃A(θ

t−1, btj)/J over a time window of size 1
ξt

. Since

θt is changing over time t, the approximate average SINR

vector γ̃A may not converge to γ̂A in general. However, if

limt→∞ ωt/ξt = 0, it follows from (29) that θt is almost

unchanged within the time window 1
ξt

for sufficiently large

t. In other words, γ̃A will converge to γ̂A as t → ∞, which

is crucial for guaranteeing the convergence of BSPD to a

stationary point of problem (8). A typical choice ξt and ωt

that satisfies Assumption 1 is ξ=O(t−κ1) and ω=O(t−κ2),
where 0.5 < κ1 < κ2 ≤ 1.

Based on Assumption 1, we first prove a key lemma to

establish the convergence of the recursive approximations γ̃tA,

Ξ
t and νt to true SINR vectors and partial derivations, which

eventually leads to the final convergence result.

Lemma 2. Under Assumption 1, we have

lim
t→∞

|γ̃tA − γ̂A(θ
t)| = 0, (40)

lim
t→∞

|f̃ t(θt)− f(γ̂A(θt))| = 0, (41)

lim
t→∞

||Ξt −∇θf
(

γ̂A(θ
t)
)

|| = 0, (42)

lim
t1,t2→∞

f̃ t1(θt1)− f̃ t2(θt2) ≤

C
√

‖θt1 − θt2‖2 + ‖νt1 − νt2‖2. (43)

where C > 0 is a positive constant. Moreover, we consider

a sequence {θtj}∞j=1 converging to a limiting point θ⋆, and

define a function

f̂(θ) ,g̃(θ⋆) +∇θf(γ̂A(θ
⋆))(θ − θ⋆)− q(θ, θ⋆), (44)

which satisfy f̂(θ⋆) = f(γ̂A(θ
⋆)) and ∇θ f̂(θ

⋆) =
∇θf(γ̂A(θ

⋆)). Then, almost surely, we have

lim
t→∞

f̃ tj (θ) = f̂(θ), ∀θ ∈ Ω. (45)

Please refer to Appendix A for the detailed proof. With As-

sumption 1 and Lemma 2, the following convergence theorem

can be proved.

Theorem 1. Suppose Assumption 1 is satisfied. Let {νtj , θtj}
denote any subsequence of iterates generated by Algorithm 1
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that converges to a limiting point (ν⋆, θ⋆). Then we almost

surely have

ν⋆ =∇r̂A
f (γ̂⋆A) (46)

(θ − θ⋆)T∇θf (γ̂
⋆
A) ≤0, ∀θ ∈ Ω, (47)

where γ̂⋆A = γ̂A(θ
⋆).

Please refer to Appendix B for the detailed proof. Moreover,

the limiting point θ⋆ generated by Algorithm 1 also satisfies

the stationary condition in (9). Therefore, we conclude that

Algorithm 1 converges to stationary solutions of problem P .

Finally, we analyze the computational complexity of the

proposed BSPD algorithm. The number of floating point

operations (FPOs) is used to evaluate the complexity. In each

iteration of the proposed algorithm for solving problem (28),

we solve the subproblems for the two blocks of variables in a

parallel and distributed manner.

(1) Let us focus on the subproblem with respect to v.

Notwithstanding the computation of the invariant terms,

the complexity for evaluating the expression of vt,⋆ in (33)

is dominated by three parts. The first part calculates the

intermediate variable Υ with complexity O(JK2M). The

second part applies the matrix inverse based on Gaussian

Jordan elimination with complexityO(M3). The third part

utilizes the bisection method to search the Lagrangian

parameter µ with complexity δs , log2(
ς0,s
ςs

), where ςs
is the initial size of the search interval and ς0,s is the

tolerance. Thus the computational complexity for updating

v is O(M3 + JK2M + δs).
(2) Let us focus on the subproblem with respect to u. Follow-

ing a similar approach, we can obtain the computational

complexity for updating u, i.e., O(N3 + JKM).

We usually have M > N . Based on the above analysis, the

computational complexity of solving problem (28) is O(M3+
JK2M + δs). Overall, the complexity of the proposed BSPD

algorithm is given by O(I1M
3 + I1JK

2M + I1δs), where

I1 is the number of iterations. In addition, we remark that

each subproblem is solved in a parallel and distributed manner,

which helps to further reduce the total computational time.

IV. SIMULATION RESULTS

In this section, we use Monte Carlo simulations to demon-

strate the benefits of the proposed stochastic transceiver

scheme in terms of the SINR utility. For all simulations, unless

otherwise specified, the following set of parameters are used.

Consider a single-cell SR system with K = 4 Tags, where

the simulation topology is illustrated in Fig. 4. Specifically,

the PT and the PR are respectively located at (100,0) and

(100,200) meters, while the Tags are randomly distributed at

region [99,101]×[198,199.5] meters.

As in [13], [15]–[18], [41], the corresponding channel

coefficients from the PT to the PR/each Tag are gener-

ated as normalized independent Rayleigh fading components

with distance-dependent path loss modeled as PL(d0) =
λ2

cGTGR

(4π)2(d0)χ0
and PLk(dk) =

λ2

cGTGB,k

(4π)2(dk)
χk

, where λc = 0.33 m

is the carrier signal wavelength, corresponding to 900 MHz;

GT , GR, and GB,k are the antenna gains for the PT, the PR,

Fig. 4: An illustration of the simulation topology.

and Tag k, respectively; d0 and dk is the distance between the

PT and the PR/Tag k in meters, respectively; χ0 and χk are

the corresponding path loss exponent. The channel from each

Tag to the PR is assumed to be static, and mainly depends on

the large-scale path loss PLk(db,k) =
λ2

cGB,kGR

(4π)2(db,k)
χb,k , where

db,k is the distance between Tag k and the PR in meters, and

χb,k is the path loss exponent for Tag k. We set L = 128,

χ0 = χk = 3.5, χb,k = 2, and GT = GR = GB,k = 6
dB [42]. The channel bandwidth is 1 MHz. Furthermore, we

consider M = 64 antennas for the PT, and N = 16 antennas

for the PR. The noise power at the PR is σ2
w = −100 dBm.

The transmit power budget for the PT is Pmax = 10 dBm.

The size of each mini-batch is J = 10. In addition, the

reflection coefficients of all Tags are assumed to be same, i.e.,

αk = 0.1, ∀k, and the activity probability of all Tags’ symbol

are set ρk = 0.5, ∀k. All results are obtained by averaging over

200 independent channel realizations. For the proposed BSPD

algorithm, we set the hyper-parameters as ξt = 1

(1+t)
2

3

and

ωt = 20
20+t . In our simulations, we use the barrier-function-

based utility with γ0,k = 5 as an example to illustrate the

advantages of the proposed scheme. Three alternative baseline

schemes are included as follows:

• Baseline 1: In this scheme, the transmit beamforming is

obtained as the eigenvector vectors of the DL channel

from its eigenvalue decomposition (EVD). Furthermore,

the receive beamforming is chosen to be the correspond-

ing MMSE receiver.

• Baseline 2: In this scheme, we first perform EVD oper-

ation to DL channel and all effective BL channels, i.e.,

HdH
H
d and ĥkĥ

H
k , ∀k. Then, the transmit beamforming

is obtained by the linear superposition of all resulting

eigenvector vectors. The receive beamforming is chosen

to be the corresponding MMSE receiver.

• Baseline 3 [15]: In this scheme, we schedule one Tag

according to maximum channel gain criterion in each re-

source block. Then, the transmit beamforming is obtained

by the linear superposition of all resulting eigenvector

vectors of the effective channel. The receive beamforming

is chosen to be the corresponding MMSE receiver.

In Fig. 5, we plot the objective function versus the iteration

number, which illustrates the convergence behavior of the

proposed BSPD algorithm. It is observed that the proposed

BSPD algorithm quickly converges to stationary solution.

In Fig. 6, we plot the average SINR performance versus the
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Fig. 5: Convergence behavior of the BPSD algorithm.

Fig. 6: Average SINR performance versus the number of

transmit antennas M when N = 16 and Pmax = 10 dBm.

number of transmit antennas M when N = 16 and Pmax = 10
dBm. The average SINR performance is evaluated in terms of

both DL transmission SINR γ̂s and worst BL transmission

SINR γ̂b = mink γ̂k. It shows that the performance of all

schemes is monotonically increasing with the number of

transmit antennas; the growth rate tapers off as the number

of transmit antennas increases. Moreover, it is seen that the

proposed BSPD scheme achieves significant gain over all the

other competing schemes for all M , which demonstrates the

importance of the joint transceiver optimization. The reason

is that the proposed BSPD scheme can exploit the difference

in channel strengths among links to effectively assist both BL

and DL transmission, while the baseline schemes do not take

this difference into account. In addition, it is observed that as

Fig. 7: Average SINR performance versus the number of

transmit antennas M when N = 16 and Pmax = 0 dBm.

the number of transmit antennas increases, the gap between

the proposed BSPD scheme and these other algorithms is

enlarged. In Fig. 7, we plot the average SINR performance

versus the number of transmit antennas M when N = 16
and Pmax = 0 dBm. As expected, the proposed BSPD

scheme achieve better average SINR performance over all

the other competing schemes. This indicates that even in the

low-SNR regime, the judicious stochastic transceiver design

still facilitate the symbiotic relationship between DL and BL

transmissions.

In Fig. 8, we plot the average SINR performance versus

the number of receive antennas N when M = 64 and

Pmax = 10 dBm. It is observed that the proposed BSPD

scheme significantly outperforms all the other competing

schemes, particularly for moderate and large number of receive

antennas. Furthermore, we can see that the performance of

the proposed BSPD scheme and Baseline 2 / 3 improves with

the increase of N , due to the increased decoding capability.

However, the performance of Baseline 1 is approximately

invariant to the number of receive antennas. This is because

Baseline 1 only focuses on improving the DL transmission,

and can accurately decode the primary signal for a certain

number of receive antennas. On the other hand, all Tags

cannot exploit the primary system to realize opportunistic BL

transmission.

In Fig. 9, we show the average SINR performance compar-

ison versus the transmit power budget for different schemes

when N = 16 and M = 64. We can see that as the maximum

transmit power increases, the average SINR of all schemes

increases gradually. It is observed that the average SINR

achieved by the proposed BSPD scheme is higher than that

achieved by all the other baseline schemes, especially in the

high transmit power budget regime. This indicates that the
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Fig. 8: Average SINR performance versus the number of

receive antennas N when M = 64 and Pmax = 10 dBm.

Fig. 9: Average SINR performance versus the transmit power

budget (dBm) when N = 16 and M = 64.

proposed BSPD scheme can leverage the judicious transceiver

design to make full use of the entire system’s radio resources,

and further realizes better symbiotic relationship between DL

and BL transmissions.

In Table I, we show the performance comparison of different

schemes in terms of DL transmission rate and worst-case BL

transmission BER when M = 64, N = 16, and Pmax = 10
dBm. It is observed that the proposed BSPD scheme achieves

better tradeoff performance among different links than other

baselines. Here, we remark that the worst-case BL transmis-

sion BER is based on the OOK coding scheme. The reason

is that the proposed BSPD scheme exploits the additional

multipath components provided by all the Tags and further

significantly enhance the throughput of the DL transmission.

On the other hand, the opportunistic BL transmission is

enabled by the primary DL transmission. Therefore, there is

an overall benefit achieved by the proposed BSPD scheme as

compared to all the other competing schemes.

TABLE I: Performance comparison among different links for

different schemes.

DL transmission rate Worst BL transmission BER

Proposed scheme 6.167 bps/Hz 6.129×10−3

Baseline 1 5.115 bps/Hz 1.3×10−1

Baseline 2 4.594 bps/Hz 0.5444×10−1

Baseline 3 5.342 bps/Hz 1.175 × 10−1

V. CONCLUSION

In this paper, we consider the stochastic transceiver design

for the downlink transmission of the multi-Tags SR systems,

to alleviate the performance bottleneck caused by the DLI

and inter-Tag interference. We formulate the optimization

of transceiver design as the GNUMP under some practical

constraints. Based on the online observation of some random

system states, we tailor a surrogate function with some specific

structure and subsequently develop a novel algorithm named

BSPD to solve the resulting problem in a mini-batch fashion.

In addition, we also show that the proposed BSPD algorithm

converges to stationary solutions of the original GNUMP.

Finally, simulation results verify that the proposed algorithms

can achieve significant gain over the baselines.

APPENDIX A

PROOF OF LEMMA 2

According to the law of large numbers and the central limit

theorem, we can have

γ̃tA
a.s.−−→ γ̂tA, E‖γ̃tA − γ̂tA‖ = O(

1√
Jt

), (48)

where γ̂tA = γ̂tA(θ
t). Consequently, (40) and (41) immediately

follows from (48).

Then, we focus on proving (43) which characterizes the

Lipschitz continuity of f̃ t(θ) with respect to γ̂A and θ. Here,

we recall that f̃ t(θ) is continuously differentiable functions of

(γ̂A, θ). Moreover, since channel samples are always bounded

in practice, the first-order and second-order derivative of f̃ t(θ)
with respect to (γ̂A, θ) are respectively bounded. In other

words, f̃ t(θ) is Lipschitz continuous with respect to r̂A and

θ, respectively. Therefore, it follows that (43) holds.

In addition, (42) is a consequence of [43], Lemma 1, which

provides a general convergence result for any sequences of

random vectors satisfies conditions (a)-(e) in this lemma. In

the following, we aim to verify that the technical conditions

(a)-(e) are satisfied therein. Since the instantaneous SINRs γs
and γk are bound, we can find a convex and closed box region
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to contain γs and γk such that condition (a)-(b) are satisfied.

From (48), we have

||E[Ξt]−∇θf
(

γ̂A(θ
t)
)

|| ≤
E‖Jγ(θt)(∇γ̂A

f
(

γ̃A(θ
t))−∇γ̂A

f
(

γ̂A(θ
t))‖

(a)
= O(‖γ̃tA − γ̂tA‖) = O(

1√
Jt

), (49)

where (49)-(a) follows from the fact that the first-order deriva-

tive of f
(

γ̂A(θ
t)) is Lipschitz continuous and Jγ(θ

t) are

bounded w.p.1. Together (49) with limt→∞ ξtt−
1

2 < ∞, we

have limt→∞ ξt||E[Ξt]−∇θf
(

γ̂A(θ
t)
)

|| <∞. As such, the

technical condition (c) in [43], Lemma 1 is satisfied. Moreover,

the technical condition (d) also follows from the assumption

on {ξt}. Based on (43) and limt→∞ ωt/ξt = 0, it is easy to

verify that the technical condition (e) is satisfied.

Follows from (40)-(43), (45) immediately holds. This com-

pletes the proof.

APPENDIX B

PROOF OF THEOREM 1

For clarity, we let ζ = [νT , θT ]T denote the composite

control variables. When there is no ambiguity, we use f(φ)
as an abbreviation for f(γ̂A(θ)).

1) Step 1: We first prove that lim inft→∞ ‖ζ̃t − ζt‖=0

w.p.1. From (15), f̃ t(θ) is uniformly strongly concave, and

thus

∇T f̃ t(θt)dt ≥ η‖dt‖2 + f̃ t(θ̃t)− f̃ t(θt) ≥ η‖dt‖2, (50)

where dt = θ̃t − θt, and η > 0 is some constant. From

Assumption 1 and the fact that the gradient of f t(ζt) is

Lipschitz continuous, there exists Lf > 0 such that

f(ζt)
(a)

≥ f(ζt−1) + ωt∇Tθ f t(ζt−1)dt−1

− Lf (ωt)2‖dt−1‖2 −O(ωt)
= f t(ζt−1)− Lf(ωt)2‖dt−1‖2 −O(ωt)
+ ωt(∇Tθ f t(ζt−1)−∇T f̃ t(θt−1) +∇T f̃(θt−1))dt−1

(b)

≥ f t(ζt−1) + ωtη‖dt−1‖2 −O(ωt), (51)

where O(ωt) implies that limt→∞O(ωt)/ωt = 0, (51)-

(a) follows from the first-order Taylor expansion of f̃ t(ζt),
and (51)-(b) follows from (50) and limt→∞ ‖∇Tθ f t(ζt−1) −
∇T f̃ t(θt−1)‖ = 0.

In the following, we prove lim inft→∞ ‖ζ̃t−ζt‖ = 0 w.p.1

by contradiction.

Proof. Suppose there exist a positive constant χ > 0 such

that limt→∞ ‖∇Tθ f t(ζt−1)−∇T f̃ t(θt−1)‖ ≥ χ with a certain

probability. Then we can find a realization such that ‖dt−1‖ ≥
χ for all t. W.l.o.g. we focus on such a realization. By choosing

a sufficiently large t0, there exists ϕ > 0 such that

f(ζt)− f(ζt−1) ≥ ωtϕ‖dt−1‖2, ∀t ≥ t0. (52)

Moreover, we have

f(ζt)− f(ζt−1) ≥ ϕχ2
t

∑

j=t0

(ωj)2, (53)

which, in view of
∑∞
j=t0

(ωj)2 = ∞, contradicts the bound-

edness of {f(ζt)}. As such, lim inft→∞ ‖ζ̃t − ζt‖ = 0 must

be held.

2) Step 2: Then we focus on proving that

lim supt→∞ ‖ζ̃t − ζt‖ = 0 w.p.1. The proof relies on

the following useful lemma.

Lemma 3. There exists a constant L̂ > 0 such that

‖θ̃t1 − θ̃t2‖ ≤ L̂‖θt1 − θt2‖+ e(t1, t2), (54)

where limt1,t2→∞ = 0.

Proof. Following a similar proof of Lemma 2, it can be shown

that

lim
t→∞

|f̃ t(θ)− f t(θ; ζt)| = O(et), (55)

lim
t→∞

‖ν̃t −∇γ̂A
f(γ̂tA)‖ = O(et), (56)

where f
t
(θ; ζt) , f(γtA)+∇θf(ζ

t)(θ−θt)−τ‖θ−θt‖2 and

limt et → 0. Note that f
t
(θ; ζt) and ∇γ̂A

f(r̂tA) are Lipschitz

continuous in ζt, which can be easily verified. Furthermore,

we have

|f t(θ; ζt1)− f t(θ; ζt2)| ≤ D‖ζt1 − ζt2‖, (57)

‖∇γ̂A
f(γ̂t1A )−∇γ̂A

f(γ̂t2A )‖ ≤ D‖ζt1 − ζt2‖, ∀θ ∈ Ω,
(58)

for some positive constant D > 0. Based on (55)-(58), we

have

|f̃ t1(θ)− f̃ t2(θ)| ≤ D‖θt1 − θt2‖+O(et) + e(t1, t2),
(59)

‖ν̃t1 − ν̃t2‖ ≤ D‖θt1 − θt2‖+O(et) + e(t1, t2),
(60)

where limt1,t2→∞ e(t1, t2) = 0. Since (59) holds for any t > 0
and limt et → 0, we have

|f̃ t1(θ)− f̃ t2(θ)| ≤ D‖θt1 − θt2‖+e(t1, t2), ∀θ ∈ Ω. (61)

Combining the Lipschitz continuity and strong concavity of

f̃ t(θ) with (61), it can be shown that

‖θ̃t1 − θ̃t2‖ ≤ D1D2‖θt1 − θt2‖+D1e(t1, t2), (62)

for some positive constants D1, D2 > 0. This is because for

strictly concave problem, when the objective function (15)

is changed by amount e(θ), the optimal solution θ̃t will

be changed by the same order (i.e., ±O(| e(θ) |)). Finally,

Lemma 3 follows from (58) and (62).

According to Lemma 3 and the same analysis as that in

[35], Proof of Theorem 1, it can be shown that

lim sup
t→∞

‖ζ̃t − ζt‖ = 0, w.p.1. (63)
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3) Step 3: In the rest of the proof, we are ready to prove the

convergence theorem. By definition, we have limj→∞ ν̃tj =
∇γ̂A

f(γ̂⋆A). Furthermore, it follows from (63) that ν⋆ =
limj→∞ νtj = ∇r̂A

f(r̂⋆A). Combing (28), Lemma 2 and (63),

θ̃⋆ must be the optimal solution of the following concave

optimization problem w.p.1.:

max
θ∈Ω

f̃ t(θ). (64)

From the first-order optimality condition, we have

∇T f̃ t(θ⋆)(θ − θ⋆) ≤ 0, ∀θ ∈ Ω. (65)

From Lemma 2 and (65), θ⋆ also satisfies (47). This completes

the proof.
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