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Emotion-Aware and Intelligent Internet of Medical
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Abstract—The Internet of Medical Things (IoMT) is a brand
new technology of combining medical devices and other wire-
less devices to access to the healthcare management systems.
This article has sought the possibilities of aiding the current
Corona Virus Disease 2019 (COVID-19) pandemic by imple-
menting machine learning algorithms while offering emotional
treatment suggestion to the doctors and patients. The cognitive
model with respect to IoMT is best suited to this pandemic
as every person is to be connected and monitored through
a cognitive network. However, this COVID-19 pandemic still
remain some challenges about emotional solicitude for infants
and young children, elderly, and mentally ill persons during
pandemic. Confronting these challenges, this article proposes
an emotion-aware and intelligent IoMT system, which contains
information sharing, information supervision, patients tracking,
data gathering and analysis, healthcare, etc. Intelligent IoMT
devices are connected to collect multimodal data of patients in
a surveillance environments. The latest data and inputs from
official websites and reports are tested for further investigation
and analysis of the emotion analysis. The proposed novel IoMT
platform enables remote health monitoring and decision-making
about the emotion, therefore greatly contribute convenient and
continuous emotion-aware healthcare services during COVID-19
pandemic. Experimental results on some emotion data indi-
cate that the proposed framework achieves significant advantage
when compared with the some mainstream models. The proposed
cognition-based dynamic technology is an effective solution way
for accommodating a big number of devices and this COVID-19
pandemic application. The controversy and future development
trend are also discussed.

Index Terms—Cognitive model, Corona Virus Disease 2019
(COVID-19), emotion-aware, healthcare management systems,
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I. INTRODUCTION

GLOBAL countries is influenced by the novel coron-
avirus (SARSCoV-2) that was first found from Wuhan,

now named it as Corona Virus Disease 2019 (COVID-19).
Up to now, the number of COVID-19 infection cases of the
whole world has reached 40 195 729 out of which 1 113 645
deaths are counted and existing 9 323 749 cases are continu-
ously affecting the global countries [1]. In the face of this
severe outbreak, global health workers and researchers are
now looking for new technologies to screen for and con-
trol the spread of the virus. So far, for the sake of reliability
and safety, isolating patients is an effective strategy to avoid
disease spread, but long-term isolation can also cause psycho-
logical problems [2], [3]. In this case, related research with
respect to the Internet of Things (IoT) and machine learning
(ML) are currently available technology mediators to address
major emotional and psychological issues associated with
COVID-19.

With the rapid development of IoT devices, wireless tech-
nology, and IoT services and applications, the Internet of
Medical Things (IoMT) has a new opportunity for develop-
ment. In the IoMT system, wireless connected devices and
smart sensors generate a large amount of signals, includ-
ing multimodal data. Because of the huge, complex, and
multidimensional nature of the wireless big data generated by
connected healthcare devices, how to analyze the data effec-
tively becomes a difficulty. Building emotion-aware recog-
nition system with respect to IoT is the key for offering
emotional solicitude and improving healthy lives, especially
during this COVID-19 epidemic. The above system needs
wireless communication frameworks that are aware of big data
to support emotionally connected medical big data through
better insight into medical signals to offer high quality nurs-
ing for infants and young children, the elderly, and the persons
with mental problems. Therefore, the IoMT technology has
great superiority in supporting these emotions or emotional
communication. In this digital age of new epoch, the lat-
est development of the IoT 5G network, artificial intelligence
algorithms, big data analysis, cloud computing, Industry 4.0,
and edge computing technology can provide effective solutions
when confronting the COVID-19 pandemic [4]–[7].

With the development of the IoT and 5G technol-
ogy, the intelligent healthcare framework with cogni-
tion scheme becomes a possibility. Many countries have
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developed smart cities that provide their citizens with leading
technology. Cutting-edge research hotspots in IoMT is exploit-
ing emotion-aware detection modules in existing IoMT
systems [8]–[11]. Suppose in such a monitoring scenario,
the elderly and infants are the targets being monitored. This
surveillance scene features many smart homes with IoTs.
Suddenly, one of them fell to the ground, unable to move.
IoTs constantly captures signals, which can be detected by
model algorithms on cloud servers. The official workers needs
to send paramedics to the accident site. Global position-
ing system (GPS) is then used to guide the caregiver to
the location of the incident; In addition, an accurate human
tracking system is designed to accurately locate the cus-
tomer’s fall. There are many IoMT frameworks described
in [12]–[16]. The above frameworks also involve some emo-
tion recognition algorithm’s design and the network structure
design.

At the age of data deluge, a massive amount of data is
being produced daily by IoT [17]. While for the object recog-
nition task, the information of the target image can usually
be well represented by the manually designed feature descrip-
tion operator. However, the manually designed feature is not
only a waste of time, but also requires professional knowledge
and experience in related fields [18]. Reviewing information
processing mechanism in human vision, visual cortex can not
only carry out a visual abstract step by step, and it can also be
used in a variety of self-organization, unsupervised or super-
vised visual cognitive learning approaches to discriminate with
invariance of object attribute from complex visual stimulation
of the outside world. In recent years, deep learning technology
has obtained the amazing achievement, also provides a new
way of thought to build simulation human visual information
perception model of the optic nerve system; deep learning
is used to extract hierarchical abstract information to repre-
sent the target image layer by layer. Combining the visual
perception system and neuron transmission process, this rep-
resentation method can build an efficient object recognition
system.

In this article, the emotion-aware healthcare framework
within IoMT system is proposed through designing a dis-
criminative emotion recognition module. Our contributions are
mainly in the following four aspects: 1) designing a novel
emotion-aware detection module in the IoMT system for nurs-
ing needs; 2) this article constructs a novel local descriptor to
describe features from the collected signals to to avoid the fea-
ture loss caused by signal compression and other operations;
3) considering the multimodal nature of the data, this article
proposes an hierarchical deep cognitive model to classify the
emotion types; and 4) with the help Bluetooth and 5G tech-
nology, this article constructs a robust tracking model, which
will guide the caregivers to find the patients.

The structure of this article is discussed as follows. Recent
and related research is discussed in Section II. Section III gives
our proposed IoMT-enabled emotion-aware healthcare frame-
work. Section IV presents our experimental results and data
analysis. Finally, the controversy and future development trend
are also discussed in Section V.

II. RELATED WORK

Emotion recognition is a hot and not a new topic, how-
ever, many challenges remain unresolved. Emotion recognition
relies heavily on the accuracy of the database, signal acquisi-
tion, the environment, the way of the signal acquisition, pattern
(voice, images, or video), the types of big data, multiple
modal and the available machine power factors, and in this
COVID-19 pandemic, how to more effectively integrate it
into the IoMT framework, and effectively deal with emotional
problems associated with the outbreak, is also a new difficulty.
The IoT is a mixed network, including connected physical
objects, such as wireless sensors, healthcare devices, smart
furniture, home appliances, and smart wearable products. This
convenient connectivity enhances the awareness, processing,
and interaction capabilities of devices, automatically interact
with people and provide quick and convenient service. At
present, the COVID-19 epidemic has become a active research
topic in medical area. Artificial intelligence and ML technolo-
gies may be effective strategy to solve the global crisis. The
IoT system, and IoMT system in particular, could address
the detection, surveillance, trajectory tracing, and emotion
recognition problem during the COVID-19 pandemic.

Samira et al. [19] tried to classify and identify emotions
in some classic Hollywood movie clips, the multilayer cogni-
tive structure was proposed, the BP algorithm is adopted to
optimize and learn network weights, and the relationship pro-
jection of the sparse spatial feature is used to reduce model
parameters to improve training performance. Some feature
processing algorithms are summarized and a robust ML algo-
rithm is used to recognize emotions with respect to EEG
signals [20], in terms of the structure, this article takes the
local area of the image as the lowest layer of the hierarchical
structure, and information is transmitted layer by layer, and
each layer obtains the most significant feature of the target
through a convolution kernel. Robert et al. [21] designed a
robust expression recognition system in the framework of IoT,
which can be used as an intelligent healthcare system. This
model is composed of n convolutional layers and n pooling
layers alternately. Convolution operation is carried out through
the trainable convolution kernel, and weighted average sum is
carried out in the local area of each feature map. In this way,
convolutional neural network (CNN) is invariant to consider-
able spatial translation. The deep belief network structure is
adopted to conduct the emotions recognition problem from
multimodel input data [22]. They found that the higher order
nonlinear relationship is advantageous in describing emotional
characteristics and can be classified and recognized effectively.

A large number of speech feature description approaches
were proposed in [23] to determine the behavior types of
emotion from input data. CNN is an efficient deep learning
algorithm. In 2012, Wang et al. [24] applied the AlexNet
model (a model based on the CNN network structure) in the
emotion recognition competition and won the champion, thus
setting off a wave of deep learning research. In this model,
the local response normalization (LRN) layer is deployed
in the CNN-based deep learning model, and the Dropout
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algorithm is proposed to solve the overfitting problem. Since
then, more scholars have optimized and improved the CNN
model from the perspective of structure and algorithm. In
2011, Sun and Pan [25] used an activation function [sim-
ilar to biological nerve rectified linear unit (ReLU)] to
replace the traditional tanh activation function, which fur-
ther enhanced the expression ability of CNN model. In 2012,
Iosifidis et al. [26] proposed a DropConnect algorithm, which
effectively improved the generalization ability of the neural
network at the full connection layer. Song et al. [27] proposed
a random pooling algorithm, which can prevent overfitting
during model training. In 2014, He et al. [28] proposed a
spatial pyramid pooling (SPP) algorithm to adaptively obtain
effective features of object images at different scales, which
further approximates the spatial structure of CNN to the actual
biological neural network.

Hossain et al. [29] constructed a real-time emotion detec-
tion module toward big data of IoT. The medical framework
of the system was developed based on 5G technology, and the
reliability of the system was 83%. Leonardo et al. [30] car-
ried out a corresponding MRI experiment on the experimental
data group that needed to be tested to find the relationship
between emotion and voluntary attention. In this experiment,
the main purpose was to investigate the recognition ability
of depression. Lisa et al. [31] investigated the related fac-
tors of facial emotion and corresponding experiments were
carried out to verify these factors. Besides, some researchers
tried to use ultrasonic radio-frequency signals and the mobile
phone to collect the body characteristics [32]–[34], the emo-
tion recognition algorithm will have obvious difference based
on their differences in acquisition equipment, and the strength
of the signal equipment will also affect the characteristics of
the robustness of the collected signals, thus in the later stage,
it will affect the feature classification and emotion recognition.
This strategy can also be used to enhance the game’s level of
interaction with the interaction experience.

Of course, there are other emotion recognition systems
based on audio-visual [35]–[37]. For example, Melo-frequency
Cepstral coefficients and popular formant frequency are
described in these papers for audio data, while some met-
ric learning algorithms and time-moving images are used for
video data. Finally, some basic classification algorithms (SVM,
HMM, extreme learning machine, etc.) are used to conduct
recognition task. The problem is that it is too mechanically
balanced with the corresponding ML algorithms and cannot
give full play to the advantages of ML.

The loss of feature extraction by the convolution operation
mainly comes from the increase of the variance of the estima-
tion caused by local neighborhood limitation and the deviation
of the average estimation caused by the convolution error of
the interlayer [38], [39], but the interaction of positive and neg-
ative activators is not considered. Stochastic pooling method
fall in between above two methods [40], that is, assign proba-
bility value according to pixel value point by point, and solve
the probability in the corresponding region through carrying
out polynomial distribution location sampling. This is equiva-
lent to the maximum pooling strategy adopted after the pixel
points in the action region are adjusted, that is, the maximum

pooling criterion is followed on the basis of the mean pooling
strategy. The formula of stochastic pooling sampling probabil-
ity is expressed as: Pi = ai/

∑
k∈Rj

ak, where Pi denotes the
stochastic pooling sampling probability, ai denotes the pixel
value at position i, Rj denotes jth pooling region. Overlapping
pooling technology is also a way to prevent overfitting. The
adjacent neurons treated by the pooling layer cells do not over-
lap in the traditional pooling method, each grid has an interval
of the pooling unit of s pixels, each cell is centered on that
unit, the range of neurons group is z×z. The size of traditional
pooling is selected as s = z, overlapping pooling is selected
as s < z, and resulted dimension conducted by the two kinds
of pooling method is the same. It provides a wider range of
local invariance features for the CNN model When ensuring
a significant reduction in the number of parameters.

The purpose of the normalization layer is to improve
the feature accuracy on the basis of maintaining the affine
invariance of the input signal. The normalization of local
response mainly use the idea of lateral suppression to real-
ize local suppression, especially when activation functions
with wide boundary expansibility are activated. ai

x,y denotes
the neuron activity at point (x, y), then the expression of
the response normalized weight active value is expressed as
bi

x,y = ai
x,y/[k+α∑min(N−1,i+n/2)

j=max(0,1−n/2)(a
j
x,y)

2]β , where n is the sum
of the number of adjacent convolution kernels in the same
space range, N is the number of convolution nuclei at that
layer. Constant values k, n, α, and β are the hyperparameters
obtained by debugging on the validation set [41].

Once effective feature representation is obtained, clas-
sification is often proceeded by referring some tradi-
tional recognition approaches, such as the nearest neighbor
scheme [23], artificial network framework [42], and sup-
port vector machines [43]. However, the above algorithms
rely on the discriminative power of constructed descriptors.
Wright et al. [44] regulated this kind of classification mech-
anism at the fist time and applied it on the classical face
recognition task. Considering the advantages of shared dictio-
nary in the dictionary learning, many researchers focus on the
modifications of representation coefficients [45]. Until recent
studies, some more effective dictionary learning models have
been proposed in [46]. Although the above algorithms have
obtained satisfactory results in some applications, how to con-
struct multicore combination through appropriate rules and
learn the optimal kernel weight is a hot research direction
in sparse classification at present.

Based on the previous literature research report, effective
analysis and identification of emotional type is very difficult
in the real world, considering the robustness of the exist-
ing healthcare framework is not stable and presents weak
generation, so it is necessary to establish one more effi-
cient IoMT-enabled emotion-aware healthcare framework, it
will also become an important measure of healthcare service
satisfaction degree.

In this article, emotion-aware healthcare framework within
the IoMT system is proposed through designing a discrim-
inative emotion recognition module. This article proposes
a novel deep learning framework with well constructed
modified Weber local descriptor (MWLD) descriptor in order
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Fig. 1. Proposed IoMT-enabled emotion-aware healthcare framework.

to generate a more effective representation of input data.
First, a multichannel MWLD filter was constructed to sim-
ulate the response of retinal ganglion cells to wild visual
stimuli from the input data. Second, this article introduces
the modified nonlinear constraint rule as the activation func-
tion. In addition, the spatial pyramid random pool layer is
used to obtain the effective description of features so as to
avoid the feature loss caused by signal compression and other
operations. Subsequently, this article proposes the modified
random DropConnect method and classification model to per-
form recognition task. A classification framework integrating
optimized sparse coefficients is then constructed to conduct
high-accuracy emotion classification.

III. PROPOSED IOMT-ENABLED EMOTION-AWARE

HEALTHCARE FRAMEWORK

Fig. 1 presents the proposed IoMT-enabled emotion recogni-
tion and human tracking framework. There are four innovative
modules in the framework: 1) low-level module; 2) emo-
tion recognition module; 3) human tracking module; and
4) IoMT decision-making module. The low-level module cor-
responds to the infrastructure structure of IoT, which consists
of three submodules: 1) intelligent cognitive devices including
some wireless and smart sensors; 2) popular communication
devices, including some intelligent radio and 5G networks; and
3) storage and computation devices, including cloud servers
and edge computing servers. The low-level module mainly
consists of some infrastructures, such as some hospital and
health departments, some smart sensors, and some commu-
nication devices. As the amount of input data is large, an
appropriate optimization technique are required to achieve a

flexible and robust framework. Some recent technologies to
accomplish network optimization include network function
visualization (NFV), software-defined networking, and self-
organizing network. Intelligent IoMT devices are connected
to collect multimodal data of patients in a surveillance envi-
ronment. The latest data and inputs from official websites
and reports are tested for further investigation and analysis
of the emotion analysis. The IoMT decision-making module
is mainly in charge of the disposal of resource and effective
communication of signals. Because the amount of IoMT data
with human emotion is very big, it is needed to establish an
appropriate optimization strategy and communication technol-
ogy so that the hardware equipments can run smoothly in real
time with low-power consumption. In addition, the network
structure is further optimized through some popular technol-
ogy, such as NFV solution, network slicing technology, and
self-organizing network for variable clustering. The emotion-
aware detection module mainly includes a series of feature
processing and pattern recognition strategies. The main goal
of this module is to select the data to obtain valuable feature
and recognize the types of the data based on characteristics
and behaviors of targets. The Human tracking layer mainly
consist of modules of real-time tracking through some pat-
tern recognition algorithms. The main purpose of this layer
is to track the human to get accurate position information
and determine the location of accident cases. In the con-
structed framework, the aim is to identify the types of input
emotion data and achieve the accurate location of monitored
personnel.

The proposed novel IoMT platform enables remote health
monitoring and decision making about the emotion, therefore,
immensely contribute convenient and continuous intelligence
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healthcare services during the COVID-19 pandemic. The
IoMT sensors capture speech and image data, and the data are
further utilized to distinguish the emotion types of observers.
A robust tracking system is proposed to track the observed
that needs help. On the basis of the CNN network struc-
ture, the overlapping pooling layer with stochastic strategy
and the LRN layer with visual cognitive lateral suppression
are combined in this article. According to the three stages
of optic nerve information cognition, the convolutional layer,
overlapping stochastic pooling layer and local corresponding
normalized layer are alternately used to extract signal fea-
tures. Finally, the fully connected neural network is used to
simulate the advanced cognition process of the optic nervous
system, and the extracted distributed features are projected to
the labeled sample space.

A. Emotion Recognition Framework

This article proposes to construct an innovative emotion
recognition framework in the IoMT healthcare management
system. The designed module can effectively recognize a kind
of emotion of a monitored personnel by inputting two kinds
of data: 1) speech and 2) image signals. The main aim of
the module is to determine whether the observed presents
an abnormal emotion or not. If the well-constructed mod-
ule shows that the observed presents abnormal emotion, the
system will alarm the situation and notify the relevant moni-
toring personnel, such as official medical doctors, local health
departments, hospitals, and other health consultation centers.
Then, after obtaining on the monitored data, the IoMT system
staff may arrange for ambulances and paramedics to treat
depending on the actual situation.

Some intelligent cognitive sensors in the low-level mod-
ule capture multimodal signals of the monitored personnel. In
this case, it may be a smart cellphone, watch, or camera, of
course, other sensors that can capture speech and video data
are qualified for the role. In the constructed IoMT system,
these signals are processed in a cloudlet network where the
speech and video signal are divided into some representative
frames, which can release more bandwidth and the system
process would speed up. The first stage in the constructed
cloudlet network is to track the human and crop the human
face. Preprocessed voice and video signals are then transmit-
ted to the cloud servers and the require further computation
in the decision-making module.

This article uses Weber local law to depict the processing
of this visual system. Chen et al. [47] constructed a Weber
local descriptor (WLD) to achieve the robust description of
local features, this kind of WLD descriptor contains two main
characteristics, magnitude and orientation, which can be found
in [47]. However, the above approaches [47], [48] neglected
some of the details of the signal, so the change characteristics
of the target cannot be described accurately. To better describe
the characteristics of signal, MWLD is constructed.

In our proposed MWLD, the magnitude is defined:

ξ̄m(xc) = arctanα <X, I> . (1)

Feature Difference in x is defined:

ξ̄m−x(xc) = arctanα <X, cos J> . (2)

Feature Difference in y is defined:

ξ̄m−y(xc) = arctanα <X, sin J> . (3)

Thus, we can get the novel orientation as follows:

ξ̄o(xc) = arctan

(
ξ̄m−y(xc)

ξ̄m−x(xc)

)

(4)

where <,> is the inner product operator,
cos J = (cos θ0, cos θ1, . . . , cos θp−1)

T , sin J =
(cos θ0, cos θ1, . . . , cos θp−1)

T , I = (1, 1, . . . , 1)T , and
X = ([(x0 − xc)/xc], [(x1 − xc)/xc], . . . , [(xp−1 − xc)/xc])T .
θi denotes the angle. Because the angle between x direction
and xi − xc (i.e., the vector formed by the subtraction of
the central pixel’s coordinates from the coordinates of the
ith neighbor of xc) is θi, for i = 0, 1, . . . , p − 1. Then, the
projections of X’s components to x and y directions could be
used to compute the effective contributions of the components
for the definitions of MWLD magnitudes in x and y directions
[refer to (2) and (3)], respectively. It is worth noting that the
arctangent function is used to prevent the output from being
too large and thus effectively suppressing the side effect
of signal noise, and α is a parameter used to balance the
difference between different signals.

Compared to traditional WLD, MWLD represents input
signals more effectively in detail. To establish the phase rela-
tionship between the adjacent cells, in this article, the response
characteristics of odd-even symmetric cells were simulated
by combining the magnitude of MWLD with orientation of
MWLD. Based on above ideas, this article proposes to build
the low-level visual feature cognition model, the overall struc-
ture is shown in Fig. 2. In this model, a low-level visual feature
cognition scheme was constructed to simulate the receptive
field visual stimulus response of retinal ganglion cells, and
the primary features of the input signal were extracted instead
of the convolutional layer of the first layer of traditional CNN.
Then, the stochastic pooling layer is adopted to carry out the
downsampling operation on the primary feature map, so that
the local transformation of our proposed algorithm to the input
signal has certain invariance while effectively reducing the
data volume. Finally, the lateral inhibition mechanism between
nerve cells was introduced, and the response process of neu-
rons to primary features was simulated by LRN layer, and
feature amplification and noise screening were performed on
the feature map after subsampling. Thus, the low-level visual
feature cognition is constructed.

Logistic Sigmoid and Tanh Sigmoid are two different
nonlinear Softplus functions that are commonly used in tradi-
tional CNN. From the mathematical perspective, the nonlinear
Softplus function has a small signal gain in bilateral area,
while this signal gain become more and more in the central
area, it will lead to a better performance on signal feature space
projection. From the perspective of neuroscience, the central
area matches with the active state of neuronal and bilateral
area matches with of inactive state of neurons, this is equiv-
alent to request activation function with two different states.



ZHANG et al.: EMOTION-AWARE AND INTELLIGENT IoMT TOWARD EMOTION RECOGNITION 16007

Fig. 2. Low-level visual feature cognition model.

Fig. 3. Constructed intermediate-level visual feature cognition model.

While for CNN, the key features correspond to the central area,
the others correspond to the bilateral area. However, from a
statistical point of view, almost 50% of the neurons of the tra-
ditional Softplus function are activated at the same time, this
is far from the truth (5% of the neurons are activated at the
same time), which will bring a huge computation problem in
the CNN training process [49].

In addition, there is another common activation function,
named as ReLUs [41], it can be described as f (x) = max(0, x).
Compared with Softplus activation function, the main changes
include three points: unilateral suppression, wide boundary and
sparse activation, it should be noted that the sparsity activation
of biological nerves is inferred based on the observation and
learning of brain energy consumption. Only fewer neurons has
strong response when receiving an image of the visual system,
most active neurons are weakly or not activated.

Therefore, in this article, smooth characteristic of Softplus
function and sparse characteristics of Rectifier function are
merged together, a kind of novel rectified softplus units
(ReSUs) is proposed, it is defined as f (x) = max [0, ln(ex +
1)/2].

Compared with Softplus activation function, the proposed
ReSUs model further enhances the ability of expression of
the model through a kind of nonlinear projection operation.
Most of the input signal is neglected from the perspective of
neurons, only little part of input signals is selectly activated,
so it can improve the accuracy of learning and the sparse
features were extracted more accurately, and the expression
ability of biological activation was better than that of Softplus
and ReLUs.

In order to more accurately stimulate cognitive process-
ing mechanism of intermediate visual feature, this article
proposes to construct ReSUs activation function to achieve
effective expression of nonlinear sparse connection charac-
ter. The overall structure of intermediate-level visual feature
cognition model was shown in Fig. 3.

CNN has the ability to resize target images, that is because
that the number of parameters is fixed after the connection
weights matrix ω of the fully connected layer is trained.
Convolution operation and pooling operation require no lim-
itation for the size of the input image, therefore, SPP
approach [28] is used to expand the output feature of the pool-
ing layer to a multilevel feature, and reduce the output feature
dimension of the pooling level. In Caffe [50], the CNN frame-
work usually adopts the fixed scale in output layer. Therefore,
a new SPP layer is defined in this article, it is assumed that
there is a × a output in the last convolutional layer while
training, and SPP has n × n bins, and the calculation formu-
las of window (X) and step size (S) are, respectively, defined
as X = �a/n� and S = �a/n�. The SPP layer network struc-
ture adopted in this article is the sparse pyramid pooling layer
of 3 × 3, 2 × 2, 1 × 1, respectively. The stochastic pooling
operation is performed in each layer of the sparse pyramid
pooling strategy. Finally, the feature rasterization of different
layers is connected as the input of sparse coding, and dictio-
nary learning is conducted to obtain the sparse representation
of the input.

In this article, on the basis of the sparse connection spa-
tial structure of neurons in the intermediate visual feature
area, the spatial pyramid stochastic pooling layer is added to
transform the features into the full-connected layer with the
same dimension, so that the AH-CNN structure can receive
images with any size. The proposed high-level visual feature
cognition model is shown in Fig. 4. DropConnect [26] ran-
domly samples these neurons’ connection weight parameters
according to certain probability in the network training pro-
cess, the sampled subnetwork as the current target network
is used to iterate temporarily, then DropConnect randomly
samples these neurons’ connection weight again in the next
iteration process, ensure every iteration in different network
training, thus, sparse local clusters are constructed to prevent
the occurrence of overfitting. In this article, based on the clas-
sical DropConnect method, the random item ξ of the discarded
neuron connection probability is added, and name it as the
stochastic DropConnect method [26], whose output vector for-
mula is described as r = a(((ξ · M) · ∗W)v), where v denotes
the feature vector of n × 1, W denotes the weight matrix of
d × n, (.∗) represents the multiplication of the corresponding
elements of the matrix, M denotes the binary mask matrix of
d × 1, nonlinear activation function a(x) satisfies a(0) = 0,
and probabilistic random variable ξ ∈ (0.3, 0.7). For exam-
ple, generated probability random binary mask matrix M, so
the number of model combinations obtained is (1/ξ)|M|, com-
pared with the Dropout algorithm, the proposed algorithm
possesses stronger ability of model combination. The stochas-
tic DropConnect method based on the probability random term
absorbs the essence of boosting idea and stochastic simulation
idea, hidden nodes connection weights appear in a random
probability, the weights updating strategy does not rely on
a fixed relationship between the hidden nodes, its learning
strategy has the characteristics of sparse constraint tester and
can abate the correlation among feature tester, making the
network model be more widely applied in all kinds of targets
in the scene. Therefore, to simulate the decision of serialized
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Fig. 4. Constructed high-level visual feature cognition model.

high-level visual features, this article tries to construct the full
connection layer and Softmax regression model through the
stochastic DropConnect method.

B. Proposed Human Tracking Framework

In sparse representation based classification (SRC) [44],
Wright designed a robust classification framework and clas-
sified it by balancing reconstruction and redundancy error. In
the designed module of IoMT, in order to obtain robust track-
ing results, this article proposes to modify the SRC model and
uses it to design the tracking model.

In the constructed tracking model, the learned dictionary
atom is denoted as D = [D1,D2, . . . ,DK], where Di repre-
sents the subdictionary with class label i. Training samples are
described as ai,j, i = 1, 2, . . . ,K, j = 1, 2, . . . ,N, which rep-
resents MWLD descriptor, it can be further described as Ai =
[ai,1, ai,2, . . . , ai,N] ∈ R

n×N, i = 1, 2, . . . ,K (n is the feature
dimension, N is the sample number). Then, linear predictive
classifier f (ai,j; W) = Wai,j is constructed, the learned dictio-
nary D could be represented as [d1, d2, . . . , dk] ∈ R

n×k (k > n
and k 	 N), so this article tries to construct the following
tracking model:

〈D,W,Z〉 = arg min
D,W,Z

{(
K∑

i=1

‖Ai − DZi‖2
F + λ1‖Zi‖1

+ λ2‖DZi − mi‖2
F + γ1‖WZi − B‖2

F

)

+ γ2‖W‖2
F

}

s.t. ‖dn‖2 ≤ 1 ∀n (5)

where Zi represents the submatrix over D with respect to Ai,
mi ∈ Rk×N denotes the operation of sample averaging, Zi =
[z1, z2, . . . , zN] ∈ R

k×N . ‖WZi −B‖2
F is the classification error

term, W indicates the classification regulator and W ∈ Rm×k.
B = [0, 0, . . . , bN] ∈ [0, 0 · · · 1 · · · 0, 0] ∈ Rm×N indicates the
corresponding label vector with respect to input signal yi. λ1,
λ1, γ1, and γ2 denote the scalars adjustment factors of the
constrain terms. ‖ ·‖F is the form of Frobenius norm. Zi is the
sparse coefficients of Ai on dictionary D, therefore, Ai ≈ DZi.
It can be noted that Zi is associated with class i, so Zi can
be well represented by mi when mi denotes the mean vector
of Zi of class i. Finally, a conclusion can be drawn that there
should exist a case where ‖Zi − mi‖2

F is small.

A conclusion can be drawn that (5) is improvement version
of the basic class-specific dictionary learning model. Different
from the basic SRC model in [44], in our constructed frame-
work, the representation constraint φ = λ2‖DZi − mi‖2

F +
γ1‖WZi − B‖2

F and coefficients constraint ψ = γ2‖W‖2
F are

used to enhance the discriminant ability of the model.
Next, the main task will focus on solving the objective

function in (5), obviously, it is not convex because it has
three variables (D,W,Z). In order to change it into convex
optimization problem, this article splits the original objection
function (5) into three subfunctions by means of optimizing
D, W, and Z, respectively.

Process Of Solving Z: When variables D and W are
treated as constant values, the optimization objection in (5)
is degraded to Z = [Z1,Z2, . . . ,ZK] convex optimization
problem. It is noted that all Zj(j �= i) can be treated as constant
values when Zi is solved. Therefore, the convex optimization
problem in (5) is rewritten as

min
Z

{
‖Ai − DZi‖2

F + λ1‖Zi‖1 + λ2‖DZi − mi‖2
F

+ γ1‖WZi − B‖2
F

}
. (6)

Specially for all Zi, (6) is further degraded as

〈Zi〉 = arg min
Zi

{
‖ai − DZi‖2

2 + λ1‖Zi‖2
2 + λ2

∥
∥DZi − miZ

i
i

∥
∥2

2

+ γ1‖WZi − bi‖2
2

}
. (7)

By computing the above objective function, the solution of the
(7) is as follows:

Zi = {
DTD + (λ1 + λ2)I + γ1WTW

}−1

× (
DTai + λ2mi + γ1WTbi

)
. (8)

Finally, the undetermined parameters of (5) could be
achieved by solving for all of these objection functions.

Based on the analysis in the above section, this article
proposes to design the following model:

α̂ = arg min
α

{
‖y − Dα‖2

F + γ ‖α‖2

}
(9)

where γ could be determined in previous training process. α̂ =
[α̂1, α̂2, . . . , α̂K]T , α̂i represents the subvector over D with
respect to Di. In the previous training process, the coefficients
constraint term is designed to enhance the discriminant ability
of the classifier through determining corresponding adjustment
coefficients, therefore suppose sample y belongs to i class, this
term ‖y−Diα̂

i‖2
2 could be minimized, and if sample y does not

belong to i class, ‖y − Djα̂
j‖2

2, j �= i could not be minimized.
There is another thing that the coefficient vector α̂ appear
to differ in different classes. According to the discriminabil-
ity of residual and coefficient vectors, this article defines the
following metrics criterion for measuring the tracking position:

l = Wα̂. (10)

IV. EXPERIMENTS AND RESULTS

A. Data Set

The experimental verification mainly focuses on four chal-
lenging data sets: 1) our constructed data set; 2) SEED
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data set [51]; 3) eNTERFACE’ 05 data set [52]; 4) DEAP
datast [53].

Our Constructed Data Set: To measure the designed
emotion-aware detection framework in the IoMT system, some
audio and video data related to COVID-19 pandemic were
collected and created. Fifteen university undergraduates were
recruited for this research. The expressions of volunteers were
made up of facial and spoken. For each volunteer, the train-
ing time is fixed to about three minutes. The smartphone
recorded these scenes. Each volunteer is required to per-
form three expressions in principle: 1) happy state; 2) pain
state; and 3) normal state. The total size of collected voice
data was about 80 GB, and total size of video data reached
to 260 GB.

SEED Data Set: The SEED data set was collected from
electrophysiological motor imagery (MI) signals of of network
media, the latest medical scanning device was adopted to
record the signal of eye movement, the sampling rate is 1000
Hz, and the electrode cap have 62 channels. It consists of
many emotions, including positive, negative and neutral types.
SMI ETG eye-movement devices were also adopted to rep-
resent the character of eye movement. The signals recorded
during the first nine movie clips were used as the train-
ing data set, and the rest were used as the test samples.
This article adopted 32-b and 128-b code method in this
article.

eNTERFACE’ 05 Data Set: It includes 42 volunteers from
14 different nationalities (81 percent were male and 19 percent
were female, 31% wore glasses and 17% had beards). All
the experiments were conducted in English. Each volunteer
was told to listen to six consecutive short stories, each of
which elicited a specific emotion. They then responded to each
situation, and two human experts judged whether the response
expressed emotion in a specific way. If this is the case, the
sample is added to the database.

DEAP Data Set: The DEAP data set consist of a collection
of signals, which come from some emotion music videos of
network media. The threshold is set to 5, and divided this data
set into two categories according to the excitement and titer. It
should be noted that the data was preprocessed. 1000 samples
are then chosen from each class, there are two types of data
to train our proposed model. For the other approaches, about
10 000 samples are used to train.

B. Experiment Settings

Polynomial reduction strategy was adopted to control and
adjust parameters, based on eNTERFACE’ 05 data set, SEED
data set and DEAP database, when the reduced power value
was set to 0.5, the learning rate was relatively stable, so the
initial network learning rate was set to 0.005, the batch-size is
fixed to 20 using polynomial decrease the strategy of vector
control. The number of adopted iterations is 40 000 and 25 000,
respectively. Results are recorded with acc ± std as well as
ROC curve area (AUC). In addition, while for the sparse model
in this article, the selection of superparameters is similar, this
article defines λ1 = 0.005, λ2 = 3, γ1 = 1, γ2 = 0.1; while
for the tracking parameter, the γ is set to 0.01.

TABLE I
COMPARISON OF VARIOUS APPROACHES ON OUR CONSTRUCTED DATA

SET

C. Results and Discussion

The proposed model is compared with many classical and
recent algorithms: correlated attention network (CAN) [54],
motion energy image-based principal component analysis
network (MEI-PCANet) [17], appearance and motion deepnet
(AMDN) model [55], GoogLeNet in [56] and VGG16 in [57]
as well as the model in [44].

Results on Our Constructed Data Set: Table I summa-
rizes the results of various approaches. The results reflect
these results using our proposed hierarchical visual cogni-
tion (HVC) model paired with WLD, HOG, MWLD and
SIFT. As is shown in this table, WLD-based HVG model
performs a little better than the SIFT-based HVG model.
The proposed MWLD-based HVG model outperforms the
above two algorithms, indicating our constructed MoWLD
descriptor is very effective for the deep learning frame-
work. The proposed feature descriptor captures the appearance
and motion information that are essential for classifying.
Moreover, the WLD-based HVG model captures local appear-
ance using an aggregated histogram of the oriented gradient in
neighboring regions, so it is tolerant to partial occlusion and
deformation. Furthermore, when an interest point is detected,
a dominant orientation is calculated and all gradients in the
neighborhood are rotated according to the dominant orien-
tation. Therefore, the constructed feature model is rotation
invariant. Also, with the increase in the number of iterations,
detection rate begins to rise and then remain unchanged. So a
conclusion could be drawn that selection of the iteration size
is very important.

Table II gives the results of comparison after integrating the
constructed classification algorithm into the hierarchical visual
cognition (HVG) model. A conclusion could be drawn that the
constructed deep learning scheme and classification model per-
forms better than the popular approaches because of the high
effectiveness of robust feature description and classification
model. It can be concluded that if the level of classical CNN
network model is not deep enough, the representation abil-
ity is insufficient, and if the level of the network model is too
deep, the amount for demanding training data is too large. The
AMDN approach is based on feature descriptor of optical flow,
however, this feature is easily affected by the image quality
and changes, so it performs badly. It can be seen that proposed
model surpasses the other models under the same condition.
This is because that the constructed detection framework incor-
porates appropriate deep network layers and effective learning
scheme, also the tracking model is based on a distinguishable
dictionary learning scheme, thus proposed model beats all the
other algorithms.
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TABLE II
RECOGNITION RESULTS ON THE OUR CONSTRUCTED DATA SET

TABLE III
CRITERIA OF FEATURE SELECTION

TABLE IV
RECOGNITION RESULTS ON THE SEED DATA SET

Results on the SEED Data Set: Also, the proposed model
is compared with many classical and recent algorithms imple-
mented by this article. Table III gives the criteria of feature
selection. The main rules are defined as follows: 1) the length
of the description should be moderate; 2) the content of
the video is easy to understand; and 3) a single emotion
information permitted to be trigged. Each video is seriously
treated to generate a coherent feeling.

In Table IV the experimental results with respect to recall
rate are given, it can be seen that our designed model performs
the best on the SEED data set, compared with other recent
approaches. The reason is that this article has developed an
effective deep network to describe the feature (see Section III),
it is a fact that annotated data is difficult to obtain, this char-
acteristic of the classic CNN network limits the application
of the classic CNN network. However, our proposed model in
this article shows better performance in the case of insufficient
data size. MEI-PCANet approach maintain its priority and
GoogLeNet also performs better than the VGG16 model. That
is because both MEI-PCANet and GoogLeNet model con-
sider the tiny characteristics of the target, and the multilayer
network is used to describe the target, which increases the
detection accuracy. Comparing the original CAN model [54],
the proposed HVG-based sparse classification scheme has
improved the recognition rate effectively, which indicates the
efficiency of our proposed hierarchical visual cognition model.
Original SRC model achieves the lowest recognition rate.

TABLE V
RECOGNITION RESULTS ON THE ENTERFACE’ 05 DATA SET

Also, a curious phenomenon could be found that the
CAN model achieves a little better superiority than using
GoogLeNet approach. Through the investigation of a large
number of experimental data, it can be found that the CAN
model introduced more local feature information of target. By
observing the performances of comparative approaches on this
data set, it is very easy to conclude that the HVG-based sparse
classification scheme is superior to other models.

Results on eNTERFACE’ 05 Data Set: In this experi-
ment, the dictionary number is set to 21 000 in this data set.
Table V gives the results of comparison after integrating the
constructed classification algorithm into the robust hierarchi-
cal visual cognition (HVG) model. The performance of the
VGG16 model is very close to SRC model and they perform
not well, that is mainly because the two models are easy to
produce overfitting. The AMDN uses deep neural networks
to describe the activity feature, however, the network model
is not deep enough, the representation ability is insufficient.
Also, it can be found that the constructed model outperforms
MEI-PCANet, CAN and GoogLeNet models. The proposed
hierarchal computational cognition simulation model is based
on biological theory and abdominal pathway model, and take
the form of framework of CNN that simulates the layered
information processing mechanism of human brain, it com-
bined with the recent research progress made in the field of
biological vision perfectly, therefore, the model can effectively
improve the accuracy of detection and recognition.

Results on DEAP Data Set: The results of the comparison
are depicted in Table VI. The performance is evaluated using
average accuracy (acc) and standard deviation (std) criterion.
This data set gives the detailed description of training samples,
which can be found in [58]. Participants use the Sam model
of the human body in a discrete nine point scale based on the
evaluation of arouse, titer, and dominate degrees. Participants
also used an emotional roulette wheel to assess their feelings.
As is shown in Table VI, it seems that CAN, MEI-PCANet,
and GoogLeNet models play the same performance, it is worth
mentioning that all the approaches use the same bits code
length.

VGG16 and SRC models have unsatisfactory performance,
which is the same acieved on the SEED data set. The
performance of the AMDN model is moderate, one reason is
that the network model is too deep, and the demand for train-
ing data is too great. It can also be seen that our proposed
model surpasses the other models under the same condition.
This is because that the constructed classification model make
full use of the effective deep learning model and distinguish-
able dictionary learning idea, the proposed model can embody
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TABLE VI
RECOGNITION RESULTS ON THE DEAP DATA SET

the highly complex hierarchical characteristics of biological
information, which makes the signal and visual recognition
inherit strong robustness and fast response time, so the results
are very encouraging.

The bandwidth consumption (kb/s) of the designed frame-
work in this article stays around 169 kb/s, which could be
considered to be a low consumption in an IoMT system. In
addition, to give more statistical analysis, this article performs
t − test for the precision obtained by CAN, MEI-PCANet,
AMDN model, GoogLeNet, VGG16, SRC, and the model in
this article on four data sets under the null hypothesis using a
significance level of 0.05. The P−value is obtained as 0.00037,
0.00182, 0.00262, and 0.00481, respectively, further demon-
strating that the performance of our proposed model is indeed
better than other proposed models.

V. CONCLUSION

The IoT establish an emerging paradigm of networked
physical systems in which billions of interconnected intelli-
gent objects collect, analyze, and exchange vast amounts of
information around the world, and it has played an impor-
tant role in smart lives, especially during this COVID-19
pandemic. Confronting these challenges, this article proposes
an emotion-aware and intelligent IoMT system, which con-
tains discriminative emotion recognition and human detection
modules. Intelligent IoMT devices are connected to collect
multimodal data of patients in a surveillance environments.
The latest data and inputs from official websites and reports
are tested for further investigation and analysis of the emo-
tion analysis. The proposed novel IoMT platform enables
remote health monitoring and decision making about the emo-
tion, therefore, greatly contribute convenient and continuous
emotion-aware healthcare services during the COVID-19 pan-
demic. The proposed cognition-based dynamic technology is
an effective solution way for accommodating a big number of
devices and this COVID-19 pandemic application. An indoor
tracking module is also exploited.

In addition, in order to achieve the algorithm breakthrough,
this article realized the use and evaluation of cognitive mod-
els for social media analytics to leverage deeper insights from
the vast amount of generated data for IoMT data, this article
proposed a robust hierarchical deep cognition model with the
discriminative dictionary learning scheme. Moreover, the spa-
tial pyramid random pool layer was used to obtain the effective
features of the target so as to avoid the feature loss caused
by image compression and other operations. Finally, stochas-
tic DropConnect neural network calculation was proposed

to solve common fitting problem. The proposed hierarchical
visual cognition (HVC) model have integrated the improved
sparse-based classification model very well. The experiment
showed that the proposed model presented better accuracy and
stability under the same recognition criteria.

This research can be conducted further in the following
aspects.

1) Considering the person being monitored is often not fac-
ing the camera, a robust one would require adding more
smart devices to capture positive faces when not adding
the cost, or developing more robust facial recognition
algorithms.

2) Indoor locating technology needs to be further improved,
and how to realize real-time tracking should also be
considered under the existing hardware conditions.

3) The direct and indirect correlation of the multimodal
data needs further study and improvement.

4) How to take advantage of edge computation to save
computation and storage load is also a work that needs
further study.
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