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Abstract—This paper proposes a hybrid dimming scheme based
on joint LED selection and precoding design (TASP-HD) for
multiple-user (MU) multiple-cell (MC) visible light communica-
tions (VLC) systems. In TASP-HD, both the LED selection and
the precoding of each cell can be dynamically adjusted to reduce
the intra- and inter-cell interferences while satisfying illumination
constraints. First, a MU-MC-VLC system model is established,
and then a sum-rate maximization problem under dimming level
and illumination uniformity constraints is formulated. In this
studied problem, the indices of activated LEDs and precoding
matrices are optimized, which result in a complex non-convex
mixed integer problem. To solve this problem, the original
problem is separated into two subproblems. The first subproblem,
which maximizes the sum-rate of users via optimizing the LED
selection with a given precoding matrix, is a mixed integer
problem solved by the penalty method. With the optimized LED
selection matrix, the second subproblem which focuses on the
maximization of the sum-rate via optimizing the precoding matrix
is solved by the Lagrangian dual method. Finally, these two
subproblems are iteratively solved to obtain a convergent solution.
Simulation results verify that in a typical indoor scenario under
a dimming level of 70%, the mean bandwidth efficiency of TASP-
HD is 4.8 bit/s/Hz and 7.13 bit/s/Hz greater than AD and DD,
respectively.

I. INTRODUCTION

V ISIBLE light communication (VLC) with its abundant

license-free spectrum has become a promising technol-

ogy for high speed data transmission and accurate positioning

[1]–[3]. Different from the radio frequency based commu-

nications [4], [5], VLC uses light-emitting diodes (LEDs)
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as transmitters. Therefore, using VLC to service users, one

must jointly consider both communications and illumination.

The main purpose of dimming control is to enhance the

communication performance of a VLC system. Dimming

control reduces energy consumption and provides ecological

benefits, and satisfies the users’ subjective requirements such

as mood adjustment. Therefore, dimming capability is an

essential function of popular commercial off-the-shelf LEDs

[6]. However, dimming capability can significantly affect the

waveform of VLC signals, which further affects communica-

tion performance of a VLC system. Therefore, it is interest

to design novel dimming control schemes that have advanced

communication performance while being compatible with dim-

ming capability.

There is considerable prior art on dimming control [7]–[13],

which can be classified into three categories: digital dimming

(DD) [7], [8], analog dimming (AD) [9], [10] and spatial

dimming (SD) [11]. DD achieves dimming control by adjusting

the duty cycle of the transmitted signals. However, using DD,

the data rate of each user significantly depends on the duty

cycle. Hence, the data rate will be restricted due to a small duty

cycle. AD is simple and cost effective, while the amplitude of

the signal is determined by the target dimming level, and thus

the communication performance is limited by the dimming

level due to the constraint of the limited dynamic range of

LEDs [10]. SD is proposed to achieve dimming control by

adjusting the number of glared LEDs without altering the

signal forms. However the dimming range and precision of

SD are influenced by the number of available LEDs. Besides,

several hybrid dimming (HD) schemes that incorporate two

of the aforementioned dimming control schemes have been

proposed in [12], [13]. HD has the advantages of reducing

chromaticity shift and clipping noise compared with AD, and

achieving precise dimming control without constraint on the

number of LEDs when compared with SD. Though interesting,

most of the existing dimming control schemes are designed

for single cell scenarios [7]–[13]. In practice, multi-cell (MC)

scenarios are more practical for indoor VLC scenarios such as

office building.

Although the dimming schemes designed for single cell

scenarios can be directly applied to each cell of MC scenarios,

there is a paucity of studies on certain vital aspects of dimming

schemes in MC scenarios. In particular, on the one hand, from

the perspective of communication performance, independent

design of each cell can result in both intra-cell interference
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(intra-CI) and inter-cell inference (inter-CI). Even though the

intra-CI can be eliminated by precoding design, the inter-

CI can be severed with per-cell precoding design. On the

other hand, from the perspective of illumination, independent

dimming control at each cell fails to consider the overall

illumination uniformity, which is crucial to user comfort ac-

cording to International Organization for Standardization (ISO)

standard [14]. In fact, the above mentioned two perspectives

are closely related. For instance, an area covered by multiple

LEDs could have significant inter-CI but the illumination

uniformity is improved due to the constructive addition of

multiple visible light. Therefore, it is necessary to study the

dimming control schemes for MC scenarios. Fortunately, intra-

CI is closely related to the precoding design while inter-

CI is dependent on the selected activated LEDs. In addition,

both precoding and the selection of activated LEDs affect the

illumination of the system. Therefore, it is desirable to design

a dimming control scheme based on the joint LED selection

and precoding design.

The main contribution of this paper is an efficient framework

that a multiple-user (MU) MC VLC system services the users

with dimming support. The objective is to maximize the sum

rate under certain dimming constraints via LED selection and

precoding design. To the best of our knowledge, this is the first

hybrid dimming control scheme for MU-MC-VLC systems1.

The key contributions are listed as follows:

• We construct an MU-MC multiple-input single-output

(MISO) VLC system model, where multiple LEDs transmit

signals to users, and each user is equipped with a photodiode

(PD). In the MU-MC scenario, the overlap of multiple LEDs

could deteriorate the intra-CI and inter-CI while enhancing

the illumination uniformity. To investigate the trade-off

between communications and illumination of the system, we

formulate a joint LED selection and precoding matrix design

problem whose goal is to maximize the sum-rate while

satisfying the uniform illumination requirement. Since the

elements of the LED selection matrix are all binary integers,

this problem is a non-convex, mixed integer problem, which

is nondeterministic polynomial time hard (NP-hard). There-

fore, we develop an efficient suboptimal iterative algorithm

that divides the problem into two subproblems.

• We first propose a LED selection algorithm to solve a sum-

rate maximization problem given the precoding matrix and

the uniform illumination constraint. Since the elements of

LED selection matrix are binary integers, this subproblem is

a mixed integer problem. To solve this problem, the integer

variables are slackened into continuous variables. Then

we construct a penalty function to represent the optimal

optimization problem, and show that the slackened problem

has the same solutions as that of the original mixed integer

problem. Finally, the algorithm is solved iteratively by an

interior point method.

• With a given LED selection, we then propose a precoding

design scheme to solve the second subproblem that op-

1The conference version of this paper has been accepted by 2020 IEEE
Global Communications Conference.

TABLE I List of Variables.

Variable Definition

NT Total number of LEDs
NR Total number of users
Nc,T Number of LEDs in the cth cell
Nc,R Number of users in the cth cell
nt Total number of activated LEDs
Hc Channel matrix in the cth cell

Hc,(i,:) The channel between LEDs and the ith user
in the cth cell

H†
c The generalized inverse matrix of Hc

Wc Precoding matrix in the cth cell
Ac LED selection matrix in the cth cell
dc Normalized PAM data vector of the cth cell
IB Direct current bias added to transmit signal
xc,j The transmitted signal from the jth LED to users

in the cth cell
yc,i The received signal of the ith user in the cth cell
nc,i The additive white Gaussian noise (AWGN) of the ith

user in the cth cell

σ2
c,i Variance of AWGN

timizes the sum-rate of users under the signal amplitude

constraint. We first analyze the equation of the amplitude

constraint and transform it into a convex function. Then,

the second subproblem becomes a convex problem, which

is solved by Lagrangian dual method.

The simulation results show that TASP-HD can achieve

better performance than the conventional AD and DD schemes

in terms of the illumination uniformity and mean bandwidth

efficiency. In particular, in a typical indoor scenario under

dimming level of 70%, the mean bandwidth efficiency of

TASP-HD is 4.8 bit/s/Hz and 7.13 bit/s/Hz greater than AD

and DD, respectively.

The remainder of this paper is organized as follows. In

Section II, the system model and the optimization problem are

presented. Section III introduces the user-centric cell formation

and Section IV illustrates the proposed TASP-HD. Section V

provides numerical and simulation results on the performance

of TASP-HD and makes comparasion with conventional dim-

ming schemes. Finally, Section VI concludes this paper.

Notations: Bold upper case letters represent matrices and

blackboard bold letters represent sets. AT is the transpose of

matrix A, A(i,j) is the element at the ith row and jth column,

A(k,:) is the kth row vector of A and A(k,:) is the kth column

of A. ‖·‖1 is the L1 norm operator, R is the real number

sets, E [·] is expectation operator, ⌊·⌋ and |·| are round down

operator and absolute value operator, respectively.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. VLC Channel Model

Consider a MC-MU-MISO system model that consists of

NT LEDs, NR users and Nc cells is as shown in Fig. 1. Each

cell c has Nc,T LEDs and Nc,R users with
Nc∑
c=1

Nc,T = NT,
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Fig. 1. System model of TASP-HD in MU-MC-VLC system.

and
Nc∑
c=1

Nc,R = NR. Each user is equipped with a PD. For

ease of reading, the notations of key system parameters are

summarized in Table I. We assume that each LED obeys

Lambertian beam distribution, and the channel between the

ith user and the jth LED in the cth cell is thus given by

hc,i,j ={
Ar(l+1)

2πd2
c,i,j

cosl(φc,i,j)Ts(ψc,i,j)g(ψc,i,j ) cos(ψc,i,j), 0 ≤ ψc,i,j ≤ Ψ,

0, ψc,i,j > Ψ,
(1)

where Ar is the detect area of the PD, l = − log(2)
log(Φ1/2)

is the

order of Lambertian emission determined by the semi-angle for

half illuminance of the LED Φ1/2. dc,i,j , φc,i,j , and ψc,i,j are

the distance, irradiance angle, and incidence angle between the

ith user and the jth LED of the cth cell, respectively. Ψ is the

optical field-of-view (FOV) of the PD, Ts(ψc,i,j) is the gain of

optical filter and g(ψc,i,j) is the gain of the optical concentrator

defined in [10]. At the transmitter, the signals transmitted to

the users within cell c are precoded by ZF precoder given by

Wc ∈ RNc,T×Nc,R . Note that ZF can only eliminate intra-

CI, but inter-CI still exists. To ensure that the amplitude of

transmitted signal is within the dynamic range of LEDs, a

direct current (DC) bias IB is added. The transmit signal from

the jth LED to the users in the cth cell is written as

xc,j = Wc,(j,:)dc + IB, (2)

where Wc,(j,:) = [ wc,(j,1), wc,(j,2), . . . , wc,(j,Nc,R) ] ∈
R1×Nc,R is the jth row of the precoding matrix of the cth cell,

and dc = [ dc,1, dc,2, . . . , dc,Nc,R ]
T ∈ RNc,R×1 is the

data vector of normalized pulse amplitude modulation (PAM)

symbols for all the users in the cth cell. Since xc,j must satisfy

xc,j ∈ [Il, Ih], where Il and Ih are the lower and upper bounds

of the dynamic range of LEDs, respectively, we have
∥∥Wc,(j,:)

∥∥
1
≤ ∆I, (3)

where ∆I = min (IB−Il, Ih − IB). In this work, ZF precod-

ing is adopted, such that

Wc = H†
cdiag

{[ √
qc,1,

√
qc,2, . . . ,

√
qNc,R

]T}
,

(4)

where
√
qc,i is the equivalent channel gain of the ith user. H†

c

is the generalized inverse matrix of Hc, which has several

matrix forms. In this work, we adopt pseudo-inverse H†
c =

HT
c

(
HcH

T
c

)−1
[15].

The signal received by user i in the cth cell af-

ter removing the direct current (DC) bias by alternat-

ing current (AC) coupling can be expressed as (5),

which is shown at the top of this page, where γ and

ζ are the responsivity of the PD and the electrical-

to-optical conversion coefficient, respectively. Hc,(i,:) =[
hc,(i,1), hc,(i,2), . . . , hc,(i,Nc,T)

]
∈ R1×Nc,T , c ∈

{1, · · · , Nc} is the channel matrix between Nc,T LEDs and

user i in the cth cell. xc = [ xc,1, xc,2, . . . , xc,Nc,T ]
T ∈

RNc,T × 1, c ∈ {1, · · · , Nc} is the transmitted signal vec-

tor and Ic
B =

[
IB, IB, · · · , IB

]
∈ RNc,T×1, c ∈

{1, · · · , Nc} is the DC bias vector of the cth cell.

Hc,(i,:)Wc,(:,i)dc,i is the desired signal part. Define the set of

indexes of users in cell c as Uc, Hc,(i,:)

Nc,R∑
k∈Uc,k 6=i

Wc,(:,k)dc,k

and
Nc∑
c′ 6=c

Nc′,R∑
j∈Uc′

Hc′,(i,:)Wc′,(:,j)dc′,j are the intra and inter-CI

of the cth cell, respectively. The intra-CI can be eliminated by

ZF precoding [16]. Besides, nc,i is the additive white Gaussian

noise (AWGN) with zero mean and variance σ2
c,i, which is

written as [17]

σ2
c,i = 2γechP

c,i
r B+4πechArγχamp (1− cos (Ψ))B+i2ampB,

(6)

where ech is the elementary charge,B is the system bandwidth,

iamp is the pre-amplifier noise current density, P
c,i
r =E[P c,i

r ] =
ζ (Hc,i,:I

c
B) is the average received optical power of user i in

the cth cell, and χamp is the ambient light photocurrent.

B. Channel Capacity bound

Next, we introduce a sum-rate maximization problem for

hybrid dimming scheme in MU-MC-MISO VLC systems.

We first derive a closed-form expression for the achievable

sum-rate of the MU-MISO system. In particular, the channel

capacity of the ith user in the cth cell is lower bounded by

[18]



yc,i = γς
[
H1,(i,:), H2,(i,:), · · · HNc,(i,:)

]




x1

x2

...

xNc


+ nc,i

= γς


Hc,(i,:)Wc,(:,i)dc,i +Hc,(i,:)

Nc,R∑

k∈Uc,k 6=i

Wc,(:,k)dc,k +

Nc∑

c′ 6=c

Nc′,R∑

j∈Uc′

Hc′,(i,:)Wc′,(:,j)dc′,j +HcI
c
B +Hc′I

c′

B


+ nc,i

= γς


Hc,(i,:)Wc,(:,i)dc,i +

Nc∑

c′ 6=c

Nc′,R∑

j∈Uc′

Hc′,(i,:)Wc′,(:,j)dc′,j


+ nc,i, (5)

Cc,k = I (Xc,i;Yc,i)

= h (Yc,i)− h (Yc,i |Xc,i )

= h (Xc,i + Tc,i)− h (Tc,i)

≥ 1

2
log2

(
e2h(Xc,i) + e2h(Tc,i)

)
− h (Tc,i)

=
1

2
log2

(
1 +

e2h(Xc,i)

e2h(Tc,i)

)
, (7)

where h (·) is the entropy function. Xc,i, Tc,i, and Yc,i
denote the random variables corresponding to the desired

signal xc,i = γςHc,(i,:)Wc,(:,i)dc,i, the sum of interference

and noise tc,i = γς
Nc∑
c′ 6=c

Nc′,R∑
j∈Uc′

Hc′,(i,:)Wc′,(:,j)dc′,j + nc,i

and the received signal yc,i, respectively. Since dc,i has zero

mean and is normalized to the range of [−1, 1], we have

h (Xc,i) = log
(
2γςHc,(i,:)Wc,(:,i)

)
. h (Tc,i) is upper bounded

by the differential entropy of a Gaussian random variable with

variance σtc,i , written as h (Tc,i) ≤ 1
2 log

(
2πeσ2

tc,i

)
, where

σ2
tc,i

= (γς)2
Nc∑
c′ 6=c

Nc′,R∑
j∈Uc′

σ2
dc,i

(
Hc′,(i,:)Wc′,(:,j)

)2
+ σ2

c,i, and

σ2
dc,i

= 1
3 denotes the variance of the transmit symbol dc,i,

since dc,i obeys the uniform distribution. Therefore, the lower

bound of Cc,i is

CL
c,i=

1

2
log (1 + ξc,i)

∆
= Rc,i, (8)

where ξc,i is the signal to interference and noise ratio (SINR)

of the ith user in the cth cell, written as [19]

ξc,i =
2(γς)

2∣∣Hc,(i,:)Wc,(:,i)

∣∣2

πe

(
(γς)2

3

Nc∑
c′ 6=c

Nc′,r∑
j∈Uc′

(
Hc′,(i,:)Wc′,(:,j)

)2
+ σ2

c,i

) .

(9)

Then, define the LED selection matrix of the cth cell

Ac = [ Ac,1, Ac,2, . . . , Ac,Nc,T ] ∈ RNc,T×Nc,T ,

which includes Nc,T column vectors Ac,j ∈ RNc,T×1, ∀j ∈
{1, 2, · · · , Nc,T}. If the jth LED is selected, Ac,j = ej ∈
RNc,T×1 is a unit vector with the jth entry being 1 and the

others being 0s; otherwise, Ac,j = 0. With the LED selection,

the SINR is written as

ξc,i =
2(γς)

2∣∣Hc,(i,:)AcWc,(:,i)

∣∣2

πe

(
(γς)2

3

Nc∑
c′ 6=c

Nc′,R∑
j∈Uc′

(
Hc′,(i,:)Ac′Wc′,(:,j)

)2
+ σ2

c,i

) .

(10)

With (10), the sum-rate of the system can be written as

R =
1

2

Nc∑

c=1

Nc,R∑

i=1

log (1 + ξc,i). (11)

From (10) we can observe that the sum-rate is largely de-

pendent on the inter-CI
Nc∑
c′ 6=c

Nc′,R∑
j∈Uc′

(
Hc′,(i,:)Ac′Wc′,(:,j)

)2
. In

order to alleviate inter-CI while satisfying the illumination uni-

formity constraint, both the LED selection and the precoding

design should be jointly considered. This strategy fortunately

coincides with the principle of hybrid dimming, which will be

introduced next.

C. Hybrid Dimming Scheme

This subsection specifies the hybrid dimming control

scheme, which combines SD and AD. Denote A =
diag {A1,A2, · · · ,ANc

} ∈ RNT×NT as the combination form

of the LED selection matrices of all Nc cells. The dimming

level is defined as

η=
‖A‖1(IB − Il)

NT(I0 − Il)
× 100%, (12)

where ‖A‖1 = nt is the number of activated LEDs and

I0 = (Il + Ih)/2. The signal beyond the dynamic current

range of LEDs [Il, Ih] has to be clipped, since it results in

clipping noise [20]. Therefore, the VLC signals need to be

within the dynamic range of LEDs. However, the value of IB
can significantly affect the VLC signal range. For instance,

IB may be high to satisfy a high dimming level requirement,

which results in clipping noise at the upper bound of the

dynamic range of LEDs. To avoid such side effects, we propose

a two-step dimming method. In the first step, the number

of activated LEDs nt is adjusted to achieve coarse dimming

control. Then the DC-bias level is adjusted to achieve precise



dimming control. In particular, we first round down the number

of activated LEDs as

nt = ⌊ηNT⌋ . (13)

Then the DC bias can be obtained as:

IB =
ηNT (I0 − Il)

nt

+ Il. (14)

Furthermore, the coefficient of variation of root mean square

error (CV(RMSE)) is used to quantify the illumination unifor-

mity [21], which is defined as

CV(RMSE) =
υ

E
, (15)

where υ is the root mean square error of illumination,

and E is the average illumination. Define K as the total

number of the sample points on the receiver plane, Eµ =
[ Eµ,1 Eµ,2 · · · Eµ,NT ] ∈ R1×NT as the illuminance

vector of the µth sample point, then E is given by

E (Eµ,A) = avg
µ∈{1,2,··· ,K}

{
‖EµA‖1

}
. (16)

In addition, the illumination root mean square error at the

receiver plane can be expressed as

υ =

√√√√ 1

K

K∑

µ=1

(
‖EµA‖1 − E

)2
. (17)

The horizontal illuminace in lux of the jth LED received

at the µth sample point Eµ,j , ∀j ∈ {1, 2, · · · , NT} can be

represented as [22]:

Eµ,j = I(0)× coslφµ,j cosψµ,j

/
d2µ,j , (18)

where I(0) is the maximum luminous intensity, φµ,j , ψµ,j and

dµ,j are the angle of irradiance, the angle of incidence, and

the distance between the jth LED and the µth point on the

receiver plane, respectively.

D. Problem Formulation

With the illumination constraints, the target of this work is to

maximize the sum-rate of users by jointly optimizing the LED

selection and precoding matrix. The optimization problem is

formulated as

max
Wc,Ac

R (Wc,Ac) , (19)

s.t. HcAcWc = diag{√qc}, (19a)∥∥∥[AcWc]j,:

∥∥∥
1
≤ ∆I, ∀j ∈ {1, 2, · · · , Nc,T}, (19b)

CV(RMSE) ≤ Uth, (19c)

η=
‖A‖1(IB − Il)

NT(I0 − Il)
× 100%, (19d)

qc,i > 0, ∀i ∈ {1, 2, · · · , Nc,R}, (19e)

ac,j ∈ {0, 1} , ∀j ∈ {1, 2, · · · , Nc,T}, (19f)

where
√
qc =

[ √
qc,1,

√
qc,2, · · · , √

qc,Nc,R

]T ∈
RNc,R×1, Uth is the threshold of illumination uniformity, and

ac,j ,∀j ∈ {1, 2, · · · , Nc,T} is a diagonal element of Ac. In

(19), the optimization variables are the precoding matrix Wc

and the LED selection matrix Ac, ∀c = {1, 2, · · · , Nc}. The

objective function (19) is the achievable sum-rate of users

according to (11). (19a) is the ZF constraint, which implies that

the channel matrix after precoding is a diagonal matrix. (19b)

implies that the amplitude of the precoding matrix must be in

the range of ∆I to satisfy xc,j ∈ [Il, Ih]. (19c) and (19d) are

the illumination uniformity constraint and illumination level

constraint, respectively. (19e) indicates that the elements of qc
must be positive. (19f) indicates that the diagonal elements of

Ac are 0-1 integers.

III. JOINT DESIGN OF LED SELECTION AND PRECODING

MATRIX

In this section, we solve (19) by jointly design of LED

selection and precoding matrix. First, the cell formation should

be specified. In this work, the cells are initially formed by

the distance-based user-centric (UC) amorphous cell forma-

tion [23] and adjusted with different activated LEDs patterns

under varied dimming levels. Then we propose an efficient

two-step algorithm. Since Ac is a Boolean matrix and the

objective function is non-convex, (19) is a non-convex mixed

integer problem [24] and its direct solution is computationally

intractable. Thus, we separate the original problem into two

subproblems, which will be explained in the following two

sections. In the first subproblem, we optimize only the LED

selection matrix Ac with a fixed value of Wc and adjust the

cell formation. Then, in the second subproblem, we obtain

the optimal precoding matrix Wc with maximum sum-rate of

users based on Ac calculated in the previous step. These two

subproblems are solved iteratively until the original objective

function converges.

A. LED Selection with Cell Formation

This subsection introduces the first subproblem in our pro-

posed two-step algorithm. The first subproblem optimizes the

LED selection matrix to maximize the sum-rate with fixed

precoding matrix and adjusts the cell formation.

Before solving this subproblem, the cell formation should

be initialized. Note that the proposed TASP-HD can be applied

for any cell formation, and the UC cell formation is adopted

here due to its high energy efficiency. The adopted UC cell

formation initialization algorithm [23] is described briefly as

follows:

1. Distance-based User clustering: Denote the cluster of all

the NR users as U and the cluster of users in the cth cell as

Uc. In this step, users in U are assigned into U1,U2, · · · ,UNc

according to a pre-defined distance threshold d0. In particular,

the users are clustered by following steps:

1) Initialize the counter c = 1, U1,U2, · · · ,UNc
= ∅.

2) Initialize Uc by recruiting the first user who has not been

included in any clusters and using the location of this user as

the centroid of Uc.

3) Recruit another user into Uc who has not been assigned to

any clusters and has the distance to the centroid of Uc shorter
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Fig. 2. UC amorphous cell formation of NT = 64 with different
distance thresholds d0.

than d0. Then update the centroid as the geometric center of

all the users in Uc. Repeat this step until no other user can be

added into Uc.

4) Set c = c+1 and repeat Step 2), 3). Finally, all the users

are allocated into a cluster, such that U = U1 ∪U2 ∪ · · ·UNc
.

2. LED association: In this step, LEDs make association to

users based on the channel gains. Denote the set of all NT

LEDs as T, and the set of LEDs in the cth cell as Tc. Since

some of the LEDs may have no LOS links with any users due

to the FOV constraint, we construct association matrix M ∈
R

NR×NT,LOS , where NT,LOS is the number of LEDs having

LOS links to users. The initial value of M is the channel gains,

written as M = HLOS. Then the steps of LED association are

as follows:

1) One LED to one user association: For each user, find

the best user-LED association [i, j*] with the strongest LOS

channel amongst the ith rows of M . Then set the j*th column

of M to 0. Repeat this step until all the users find the best

matched LEDs.

2) Multiple LEDs to one user association: For the remaining

non-zero (NT,LOS − NR) columns of M , find the strongest

LOS channel gain amongst each column, then set the column

to 0. For example, if the nth entry of the mth column is the

strongest LOS channel, then the mth LED is allocated to the

nth user, written as user-LED pair [n, m].

Finally M = 0 and all the NT,LOS LEDs are allocated to

NR users. The LEDs are allocated into Tc if their associated

users are in Uc. The cth cell is thus composed of {Uc,Tc} and

each user must have at least one associated LED. The number

and the size of the amorphous cells change with different

distance thresholds and values of FOV. Figure 2 illustrates

examples of different cell formations in a 8 m×8 m×2.5 m

square room with NR = 16 (marked by triangles), NT = 64
(marked by squares), and the FOV of PDs is 60◦. The distance

thresholds d0 are set to 3 m and 2.5 m, respectively.

With initialized UC cell formation, the first subproblem to

optimize the LED selection matrix Ac is given by

max
Ac

R (Ac) , (20)

s.t. (19c), (19d), (19f).

Since Ac ∈ RNc,T×Nc,T , c ∈ {1, 2, · · · , Nc} are diagonal ma-

trices whose diagonal entries vectors are ac = {0, 1}1×Nc,T ,

this problem is a mixed integer non-linear programming

(MINLP) problem, and thus it is NP-hard [25]. The NP-

hard problem can be solved by exhaustive search for all

possible values of ac whose computational complexity is

exponentially increased with NT, which will be extremely

high with a large size of Ac [25]. The branch-and-bound

(B&B) algorithm is another widely adopted algorithm to solve

MINLP with lower computational complexity than exhaustive

search [24]. B&B algorithm solves problem iteratively, and

each iteration has two branches. The optimization problem

needs to be solved on each branch. Hence, the computation

cost of B&B algorithm is still high [26]. This motivates us

to propose another simple method by relaxing the integer

variables ac =
[
ac,1, ac,2, · · · ac,Nc,T

]
into continuous

ones in [0, 1] and reformulate problem (20) as follows.

Proposition 1: Given a sufficiently large coefficient

λ → ∞ and continuous variables ac,j in [0, 1], ∀c ∈
{1, 2, · · · , Nc}, ∀j ∈ {1, 2, · · · , Nc,T}, (20) is equivalent to

the following problem

max
ac,j∈[0,1]

R(ac,j)− λ

Nc∑

c=1

Nc,T∑

j=1

(
ac,j − a2c,j

)
, (21)

s.t. (19c), (19d).

Proof: To prove that (20) and (21) are equal, we only need

to prove that max
ac,j∈[0,1]

R(ac,j) − λ
Nc∑
c=1

Nc,T∑
j=1

(
ac,j − a2c,j

)
and

max
ac,j∈{0,1}

R(ac,j) share the same optimal solution. To this

end, we first relax the integer ac,j into continuous variables.
In particular, define the set D as

D =




a1, · · · ,aNc ∈ [0, 1]Nc,T |

Nc∑

c=1

Nc,T∑

j=1

(
ac,j − a

2
c,j

)
≤ 0




 .

(22)

Obviously the set
{
ac

∣∣∣ac ∈ {0, 1}Nc,T , c ∈ {1, · · · , Nc}
}

is



equivalent to D. Therefore max
ac,j∈{0,1}

R(ac,j) is equivalent to

max
ac,j∈[0,1]

R(ac,j)

s.t.

Nc∑

c=1

Nc,T∑

j=1

(
ac,j − a2c,j

)
≤ 0.

(23)

Next we only need to prove that max
ac,j∈[0,1]

R(ac,j) −

λ
Nc∑
c=1

Nc,T∑
j=1

(
ac,j − a2c,j

)
shares the same optimal solution with

(23), which can also be expressed as

min
ac,j∈[0,1]

−R(ac,j)

s.t.

Nc∑

c=1

Nc,T∑

j=1

(
ac,j − a2c,j

)
≤ 0.

(24)

Suppose the solution of max
ac,j∈{0,1}

R(ac,j) exists and the

optimal value is denoted by R∗. Hence, the optimal value of

(24) is denoted as (−R∗). The Lagrangian of (24) can be

written as L(ac,j, λ) = −R(ac,j) + λ
Nc∑
c=1

Nc,T∑
j=1

(
ac,j − a2c,j

)

with dual variable λ > 0. Denote χ (λ) as the optimal value

of the Lagrange dual function min
ac,j∈[0,1]

L (ac,j, λ), and denote

ac,j→λ as the value of ac,j with a given λ. Due to the weak

duality property, the optimal solution of the Lagrange dual

function must satisfy

max
λ≥0

χ (λ) ≤ (−R∗). (25)

Note that ac,j − a2c,j ≥ 0 when ac,j ∈ [0, 1]. Hence χ (λ)
increases with λ when ac,j ∈ [0, 1] and is upper bounded

by (−R∗). Next, we show that max
λ≥0

χ (λ) = (−R∗) always

holds. In the first case, if there exists ac,j→λ0 satisfying
Nc∑
c=1

Nc,T∑
j=1

(
ac,j→λ0 − a2c,j→λ0

)
= 0, then (ac,j→λ0 , λ0) is

feasible for (24), so

χ (λ0) ≥ (−R∗). (26)

Combining (25) and (26), we have χ (λ0) = −R∗.

In the second case, if there does not exist ac,j→λ0 satis-

fying
Nc∑
c=1

Nc,T∑
j=1

(
ac,j→λ0 − a2c,j→λ0

)
= 0, we have ac,j→λ −

a2c,j→λ > 0 for all λ > 0. When λ→ ∞, χ (λ) → ∞ implies

that (−R∗) → ∞, and thus max
ac,j∈{0,1}

R(ac,j) has no solutions.

This is contradictory to the assumption that max
ac,j∈{0,1}

R(ac,j)

has a solution. Therefore, ac,j→∞ − a2c,j→∞ = 0 must hold

when λ→ ∞. This means that the optimal value of L (ac,j, λ)
is obtained with ac,j→∞, so we have

χ (∞) ≥ (−R∗). (27)

From (25) and (27), we have max
λ≥0

χ (λ) = χ (∞) =

−R∗. Therefore, we can easily derive that the optimal

value of −L(ac,j, λ) = R(ac,j) − λ
Nc∑
c=1

Nc,T∑
j=1

(
ac,j − a2c,j

)
is

R∗, which means max
ac,j∈{0,1}

R(ac,j) and max
ac,j∈[0,1]

R(ac,j) −

λ
Nc∑
c=1

Nc,T∑
j=1

(
ac,j − a2c,j

)
share the same optimal value when

λ→ ∞. The proof is ended. �

Then we construct a exterior penalty function by propo-

sition 1, written as (21), where λ ≫ 1 is a large constant

acting as a penalty factor, and −λ
Nc∑
c=1

Nc,T∑
j=1

(
ac,j − a2c,j

)
is a

penalty term which penalizes the objective function for any

value of ac,j other than 0 and 1. Therefore, the optimal value

of ac,j must be infinitely close to 0 or 1 when maximizing the

objective function. In this way, the first subproblem with inte-

ger variables transforms into a nonlinear programming (NLP)

problem with continuous variables, which can be solved by

known optimization algorithms such as interior point method.

In this work, we adopt the toolbox fmincon() in MATLAB

optimization toolbox to implement the interior point method. It

is noteworthy that the value of λ can affect the convergence of

the iterative algorithm. In particular, λ should be large enough

to satisfy the constraints, while an excessively large λ can

weaken the objective function R(ac,j) [26]. In line with [27],

we set λ 103 times larger than the objective function.

From the obtained optimal A1,A2, · · · and ANc
, we can get

the indexes of the nt activated LEDs, and the rest (NT − nt)
LEDs are in sleep mode. Due to the variation of the activated

LEDs, the cell formation should be updated. In each update,

nt LEDs are reallocated into Nc cells, the process of which

is similar to the steps in LED association stated before. The

detailed procedure of cell formation update is described as

follows:

1) Construct a new association matrix M ∈ RNR×nt , whose

value is the channel gains between NR users and nt LEDs.

For each row i, find the strongest LOS channel gain at the

ji column. Then, we associate user i with LED ji since the

corresponding channel gain is the strongest for user i, and set

the jith column of M to 0. Finally, there are NR 0 columns

in M , which means those NR LEDs have been allocated to

cells.

2) For the remaining non-zero (nt −Nc,R) columns of

M , find the strongest channel gain amongst each column.

Specifically, for the mth column, if the index of the strongest

channel gain amongst mth column of M is n, we associate

the mth LED to the cell where the nth user is in, and set mth

column to 0. Repeat this step until all the columns of M = 0.

Finally, all the nt activated LEDs are allocated into Nc cells.

The cell formation update is finished.

B. Precoding Matrix Design

Given the LED selection matrix Ac obtained via solving the

first subproblem, the second subproblem can be written as

max
Wc

R, (28)

s.t. (19a), (19b), (19e).



Algorithm 1 Subgradient Method to Solve the Dual Problem

of (33)

Input: Iteration counter t = 0, step size parameter a > 0,

dual variables µ
(0)
j > 0, λ

(0)
i > 0.

repeat

Set step size θ(t) = a√
t
;

for i = 1 to Nc,R do

Calculate q
∗(t)
c,i = f

(
µ
(t)
j , λ

(t)
i

)
by (36);

Update λ
(t+1)
i by (39);

end for

for i = 1 to Nc,T do

Update µ
(t+1)
j by (38);

end for

Update t = t+ 1.

until
∣∣R(t) −R(t−1)

∣∣2 ≤ ε2 or t = T , where ε2 and T are a

predefined threshold of accuracy and a predefined maximum

number of iterations, respectively.

Define the channel matrix Ĥc = HcAc ∈ RNc,R×Nc,T . From

(19a), we have ĤcWc = diag
{√

qc
}

, and thus the constraints

(19a) and (19b) can be combined as
∥∥∥∥
[
Ĥ†

cdiag {
√
qc}
]
(j,:)

∥∥∥∥
1

≤ ∆I, ∀j ∈ {1, 2, · · · , Nc,T} ,
(29)

where Ĥ†
c is the generalized inverse matrix of Ĥc.

The constraint (29) is non-convex since
√
qc,i is concave.

To make (29) convex, we first square it as follows
∥∥∥∥
[
Ĥ†

cdiag {
√
qc}
]
(j,:)

∥∥∥∥
1

2

≤ ∆I2. (30)

Then according to the mean inequality [16], (30) obeys
∥∥∥∥
[
Ĥ

†
cdiag

{√
qc

}]

j,:

∥∥∥∥
1

2

Nc,R
≤

∥∥∥∥
[
Ĥ†

cdiag
{
(
√
qc)

2
}
Ĥ†

c
T
]

(j,:)

∥∥∥∥
1

.

(31)
Combining (30) and (31), (29) can be replaced by a stronger
inequality written as
∥∥∥∥
[
Ĥ†

cdiag {qc} Ĥ
†
c
T
]

(j,:)

∥∥∥∥
1

≤ ∆I2

Nc,R
∀j ∈ {1, 2, · · · , Nc,T} .

(32)

Therefore, the second subproblem with respect to qc can be

rewritten as

max
qc

R (qc) =
1

2

Nc∑

c=1

Nc,R∑

i=1

log

(
1 +

2(γζ)2

πe
(
δc,i + σ2

c,i

)qc,i
)
,

(33)

s.t. (19e), (32),

where δc,i =
(γς)2

3

Nc∑
c′ 6=c

Nc′,R∑
j∈U

c′

(
Hc′,(i,:)Ac′

[
Ĥ

†

c′
diag

{√
qc′

}]

(:,j)

)2

.

Since the Hessian of R (qc) is a negative definite matrix,

the objective function of (33) is concave [28][3.1.4].

Meanwhile, the constraint (19e) is obviously a linear

function of qc,i. In addition, in the constraint (32),

g (qc) =

∥∥∥∥
[
Ĥ†

cdiag {qc} Ĥ†
c

T
]
(j,:)

∥∥∥∥
1

is the L1 norm

of the function f (qc) =
[
Ĥ

†
cdiag {qc} Ĥ†

c

T
]
(j,:)

. Since

g (qc) is convex with respect to f (qc) [28][3.1.5], and f (qc)
is a linear function of qc, the constraint (32) is convex

with respect to qc. Therefore, (33) is a convex problem

[28][4.2.1]. Although optimization software such as CVX

provides efficient tools to solve convex problems, it may

not be able to solve problems with complex structure and

a large number of variables [29]. For example, a complex

structured convex problem may violate the disciplined convex

programming ruleset required by CVX [30]. Therefore,

we use the Lagrangian dual method to solve (33), and its

Lagrangian is written as

L (q,µ,λ) = 1
2

Nc∑
c=1

Nc,R∑
i=1

log

(
1 + 2(γζ)2

πe(δc,i+σ2
c,i)

qc,i

)

−
Nc,T∑
j=1

µj

[
h
†
j,i

(
Nc,R∑
m=1

h
†
i,m

T

)
qc,i − ∆I2

Nc,R

]
+

Nc,R∑
i=1

λiqc,i,

(34)

where q = {qc,i} ,µ = {µj} ,λ = {λi} , ∀c ∈
{1, · · · , Nc} , ∀i = {1, 2, · · · , Nc,R} , ∀j = {1, 2, · · · , Nc,T},

and µj and λi are dual variables for constraint (32) and (19e),

respectively. From Karush-Kuhn-Tucker (KKT) conditions

mc,i

2 ln 2 (1 +mc,iqc,i)
−

Nc,T∑

j=1

µj



h†

c,(j,i)

Nc,R∑

m=1

h
†T
c,(i,m)





+ λi = 0, ∀i = {1, 2, · · · , Nc,R} ,

µj



h†

c,(j,i)

Nc,R∑

i=1

h
†T
c,(i,m)qc,i −

∆I2

Nc,R



 = 0,∀j = {1, 2, · · · , Nc,T} ,

µj ≥ 0, ∀j = {1, 2, · · · , Nc,T} ,

λjqc,i=0, ∀i = {1, 2, · · · , Nc,R} ,

λj ≥ 0, ∀i = {1, 2, · · · , Nc,R} ,
(35)

where mc,i =
2(γζ)2

πe(δc,i+σ2
c,i)

. By solving (35), the optimal q∗c,i
can be obtained as

q
∗
c,i = f (µj , λi)

=
1

2 ln 2

(
Nc,T∑
j=1

µj

(
h
†

c,(j,i)

Nc,R∑
m=1

h
†T
c,(i,m)

)
− λi

) −
1

mc,i
.

(36)

Plugging (36) into (34), the Lagrangian dual problem is

min
µj ,λi

L(µj , λi), (37)

s.t. µj ≥ 0, ∀j ∈ {1, 2, · · · , Nc,T} , (37a)

λi ≥ 0, ∀i ∈ {1, 2, · · · , Nc,R} . (37b)

The dual variables µj and λi can be easily solved by the

subgradient descent method in an iterative manner as shown

in Algorithm 1. In the (t+1)th iteration, the values of µj and

λi are updated according to



Algorithm 2 Iterative Algorithm to Solve (19)

Input:

1: Iteration counter t = 0, channel matrices Hc and

σ2
c,i. Initialize precoding matrices W

(0)
c W

(0)T
c , e.g.,

W
(0)
c W

(0)T
c = I.

2: Initialize the UC cell formation.

3: repeat

4: Update the suboptimal LED selection A
(t+1)
c with fixed

W
(t)
c by solving (21) using fmincon() in MATLAB

optimization toolbox;

5: Reallocate the activated nt LEDs into Nc cells and

update the cell formation with the obtained A
(t+1)
c ;

6: Solve (33) to obtain the optimal precoding matrix

W
(t+1)
c with the obtained A

(t+1)
c by Lagrangian dual

method;

7: Calculate R(t+1) by (8). If R(t+1) < R(t), set R(t+1) =
R(t) ;

8: Update t = t+ 1.

9: until
∣∣R(t+1) −R(t)

∣∣2 ≤ ε3, where ε3 and t = T

are a predefined and a predefined maximum number of

iterations.

µ
(t+1)
j =



µt
j − θ

t



h†

c,(j,i)

Nc,R∑

i=1

h
†T
c,(i,m)f (µj , λi)−

∆I2

Nc,R








+

,

(38)

and

λ
(t+1)
i =

[
λti − θtf (µj , λi)

]+
, (39)

where [∗]+= max(∗, 0) and θ(t) = a√
t

is a dynamic stepsize

with a being a constant which must be sufficiently small

to ensure that the algorithm converges to an optimal value

[31]. This iterative process stops when
∣∣R(t) −R(t−1)

∣∣2 ≤ ε2,

where ε2 is a predefined threshold of accuracy. After obtaining

the optimal qc, the optimal Wc is calculated by (4).

With regards to the convergence, we first prove the conver-

gence of Algorithm 1 and then introduce the convergence of

Algorithm 2. In particular, the convergence of Algorithm 1 is

shown in the following proposition.

Proposition 2: Algorithm 1 always converges.

Proof: See Appendix A. �

Then we substitute the obtained Wc into the first subprob-

lem iteratively until a convergent solution of (19) is found.

The iterative algorithm is summarized in Algorithm 2, which

is guaranteed to converge. See Appendix B for detailed proof.

C. Complexity Analysis

The complexity analysis of the proposed iterative algorithm

is divided into two parts according to the two subproblems.

The first subproblem includes UC cell formation and LED

selection. For UC cell formation, each user is assigned to

an anchored LED to form distance-based clusters in the first

step. Hence, the complexity of this step is O (NR). Then,

the remaining NT − NR LEDs are associated to the clusters
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Fig. 3. Implementaion of TASP-HD.

formed in the first step with complexity of O (NT −NR).
Therefore, the total computational complexity of the UC

cell formation is O (NT). After the cell formation, the LED

selection problem is solved by fmincon() function in MAT-

LAB toolbox, which implements the interior point method.

The computational complexity of the interior point method

is related to the total number of constraints (NT + 1), the

initial point t0, the accuracy ε1 and the gradient of step

size ξ, written as O

(
log2((NT+1)/t0ε1)

log2ξ

)
[28]. Hence, the

computational complexity of solving the first subproblem is

O

(
log2((NT+1)/t0ε1)

log2ξ
+NT

)
.

For the second subproblem, the Lagrange dual problem is

solved by a subgradient descent method, whose complexity

in terms of accuracy ε2 is O
(
1/
√
ε2
)
. Each iteration re-

quires the following computational operation: (i) computing

δc,i =
(γς)2

3

Nc∑
c′ 6=c

Nc′,R∑
j∈Uc′

(
Hc′,(i,:)Ac′

[
H

†

c′,sel
diag

{√
qc′

}]

:,j

)2

with

O
(
N2

T +NTNR +NTN
2
R

)
[32]; (ii) computing σ2

c,i includes

Hc,(i,:)I
c
B with O (NT); (iii) computing the pseudo-inverse

H†
c by SVD decomposition with O

(
NTN

2
R

)
[33]. Hence

the computational complexity of the second subproblem is

O
(
2NTN

2
R

/√
ε2
)
.

Define the number of iterations that Algorithm 2 needs

to converge as L, the total computational complexity

is O

(
L

(
log2((NT+1)/t0ε1)

log2ξ
+ 2NTN

2
R

/√
ε2 +NT

))
.

In comparison, if the first subproblem is solved by

exhaustive search, the computational complexity is

O
(
L
(
2NT + 2NTN

2
R

/√
ε2 +NT

))
, which is significantly

higher than our proposed algorithm.

D. Implementation of TASP-HD

The implementation of TASP-HD is presented in Fig 3. At

the transmitter, multiple LEDs provide both communication

and illumination functions. Each transmitter consists of an



TABLE II Simulation Parameters.

Environment-related Parameters

Parameter Value

Room size 8 m×8 m×3 m
Number of LEDs, NT 36, 64
Number of users, NR 12, 16
Semiangle of half power, Φ1/2 80◦

Detect area of PDs, Ar 1 cm2

FOV of the PD, Ψ 60◦

Optical filter gain, Ts(ψc,j) 1
Refractive index of optical concentrator, κ 1
Height from TXs to RX, h 1.75 m
Dynamic range of current, [Il, Ih] [0 A, 2 A]
Illumination range of ISO standard [300 lx, 1500 lx]
System bandwidth, B 100 MHz
PD responsivity, γ 0.54 A/W
Electrical-to-optical conversion coefficient, ζ 0.44 W/A

Ambient light photocurrent, χamb 10.93 A/m2·Sr

Preamplifier noise current density, iamb 5 pA/Hz−1/2

Baseline Algorithm-related Parameters

Parameter Value
Number of CV(RMSE) sample points, K 729

Penalty parameter in (21), λ 105

Initial stepsize of subgradient method, a 0.01
Convergence threshold, ε2, ε3 0.001

encapsulation unit, a modulator, a precoder and an LED

driver. An encapsulation unit is used to create data packet

that includes the start frame delimiter (SFD) and the identity

information of the transmitter. The SFD consists of a leading

bit and the synchronization code. Then, the data packet is

modulated with modulation scheme by a microcontroller. In

this paper, PAM is adopted. After modulation, the PAM

symbol passes through a precoder. ZF precoding is adopted

to eliminate intra-cell interference, and a DC bias is added to

ensure the signal is positive and real.

At the receiver, the device having a front PD such as

smartphones and panel computers can be used. The PD re-

ceives the visible light from each LED via LOS channel in an

individual time slot and converts the incident photon into an

electron/electric current. Then, the sampling of the analog sig-

nal is performed using the analog-to-digital converter (ADC)

module to obtain the transmitted bits. After the demodulation

and packet synchronization modules, the data is transmitted

to users. This completes the implementation of the proposed

TASP-HD.

IV. SIMULATION RESULTS

In this section, a MC MU-MISO VLC system employing

TASP-HD in a 8 m×8 m×3 m square room is considered,

where NR users are randomly distributed on a plane 0.75 m

above the floor, and NT LEDs are evenly installed on a plane

at 2.5 m height. In this section, when NT = 36, NR is set

to 12; and when NT = 64, NR is set to 16. The minimum

and maximum allowed currents are set to 0 A and 2 A. In

addition, the conventional DD [8] and AD [9] are adopted

as baselines to compare with the TASP-HD. The detailed

simulation parameters are listed in Table II.
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Fig. 4. LED distribution when NT = 36, 64.

A. Illumination Performance Evaluations

As shown in Fig. 4, we consider two scenarios where NT =
36 and 64 LEDs are uniformly distributed in the square room.

From Fig. 4 we can see that the predefined LED distribution

with NT = 36 is set to be more scattered and less intensive

than that of NT = 64. On the receiver plane, K equally spaced

sample points are considered, and the distance is set to 0.3 m.

Therefore, K =
⌈

8m
0.3m

⌉2
= 729. The illumination uniformity

performance quantified by CV(RMSE) is illustrated in Fig. 5.

Since DD and AD activate all of the LEDs under different

dimming levels, the illumination uniformity performance of

DD and AD are identical. As shown in Fig. 5, when NT = 36
and 64, the CV(RMSE) resulting from AD/DD are 0.2939 and

0.3037, respectively. This is because more LED can enhance

the illuminance at the center of the room while the illuminance

at the edge of the room remains the same, and this deteriorates

the illumination uniformity performance. We can also observe

that although the proposed TASP-HD has inferior illumination

uniformity performance than DD/AD when dimming level is

30%, it outperforms DD/AD in most cases when the dimming

level increases, especially when the dimming level ranges from

60% to 90%. This is because at the lower dimming levels, the
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Fig. 5. Illumination uniformity of TASP-HD and baseline schemes
under η = 30%, 50%, 70%, 90% and NT = 36, 64.

number of activated LEDs is small. Hence it is challenging

for TASP-HD to achieve uniform illumination performance.

When the dimming level increases, TASP-HD can activate

more LEDs thus providing TASP-HD more possible config-

urations to achieve uniform illumination. In particular, when

NT = 36, TASP-HD provides higher illumination uniformity

than DD/AD under 60%-90% dimming levels. Meanwhile, the

values of CV(RMSE) of TASP-HD are 0.0365, 0.0861, and

0.0661 lower than that of DD/AD under 60%, 70%, and 80%

dimming levels, respectively. When NT = 64, TASP-HD also

achieves better illumination uniformity, whose CV(RMSE)

values are 0.0455, 0.0811, and 0.0789 lower than DD/AD

under 60%, 70%, and 80% dimming levels, respectively. In

addition, all of these three schemes attain the same value of

CV(RMSE) under 100% dimming level since they all activate

all of the LEDs.

The illumination distribution in the indoor space with NT =
36, 64 under 60%, 70% dimming levels is given in Fig. 6. In

order to provide sufficient illuminance, the maximum luminous

intensity I(0) of each LED is set to 900 and 600 cd when

NT = 36, 64, respectively. We can observe that in the corners

of the indoor space, the illuminance distribution of TASP-HD

is more smooth than DD/AD, and the illuminance of TASP-HD

is in the range of [300 lx, 1500 lx], which obeys ISO standard

[14]. For example, when NT = 64 and the dimming level is

70%, the illuminance range of TASP-HD is [311 lx, 1402 lx].

In contrast, the illuminance range of DD/AD is [345 lx, 1916

lx]. In addition, when NT = 36 and the dimming level is 70%,

the illuminance range of TASP-HD is [302 lx, 855 lx] while

the illuminance range of DD/AD is [196 lx, 1322 lx]. These

results demonstrate that our proposed TASP-HD can achieve

better illumination performance.

B. Communication Performance Evaluations

The communication performance of TASP-HD is evaluated

in terms of mean bandwidth efficiency (MBE) [34]. When

investigating MBE, frequency reuse (FR) are adopted as base-

line scheme. In FR scheme, the bandwidth is divided into n

parts, and the LEDs in each cell use different frequencies

to transmit signals. In particular, n = 1 is the special case

that the same frequency is used by all cells; n = Nc refers

to the case that each of Nc cell has different frequencies,

and thus the inter-CI is totally eliminated. In this subsection,

we compare FR-1 with FR-3 and FR-4 in 3 cell formation

and 4 cell formation, respectively. The MBE of FR with

n (n > 1) cell formation is calculated as ηFR−n = R
n

, where

R is given by (11). The MBE performance of TASP-HD,

DD, and AD with different LED and user deployments is

presented in Fig. 7, where TASP-HD, DD, and AD using FR-

1, FR-3, and FR-4 are compared. Furthermore, in order to

evaluate the trade-off between the sum-rate of all users and

the illumination uniformity, we also plot the curves without

uniform illumination constraint (19c), and they are termed

as TASP-HDup, DDup and ADup. As shown in Fig. 7, the

MBE of a system with NT = 64, NR = 16 is higher than

a system with NT = 36, NR = 12. That is because the

signal gain increases with the number of LEDs, and thus the

SINR is higher with the increased number of LEDs. We can

also observe that TASP-HD using FR-1 improves bandwidth

efficiency significantly compared TASP-HD with FR-3 and

FR-4. For example, when NT = 36, NR = 12 in 4 cell

formation under dimming level 80%, TASP-HD, DD, and

AD using FR-1 achieves 12.38 bit/s/Hz, 11.96 bit/s/Hz and

11.05 bit/s/Hz MBE gains compared to that of TASP-HD,

DD, and AD using FR-4. Furthermore, TASP-HD always has

the best MBE performance among all the considered schemes

in different cell formations. In particular, when NT = 64,

NR = 16 in 4 cell formation using FR-1, the MBEs of TASP-

HD are 4.8 bit/s/Hz and 7.13 bit/s/Hz higher than that of AD,

DD under dimming level of 70%, respectively. This is because

the DC bias of AD increases with dimming levels, so the

DC bias of AD is lower than DD and TASP-HD. Therefore,

according to (19b), the amplitudes of AD signals are limited,

thus reducing the SINR. Besides, TASP-HD can effectively

mitigate the side effect of channel correlation existing in DD

and AD systems, since it only activates parts of LEDs to

transmit signals. As dimming level increases, the number of

activated LEDs in TASP-HD approaches NT, and thus the

MBEs of these three schemes approach similar. In particular,

when the dimming level is 100%, TASP-HD, AD and DD

achieve the same sum-rate. On the other hand, TASP-HD keeps

a balance between illumination uniformity and sum-rate of

users, so the MBE of TASP-HD is lower than TASP-HDup,

and the disparity decreases with increasing the dimming level.

For example, for NT = 36, NR = 12 in 3 cell formation, the

MBEs of TASP-HDup are 7.87 bit/s/Hz, 5.41 bit/s/Hz and 4.07

bit/s/Hz higher than that of TASP-HD when the dimming levels

are 30%, 50% and 70%, respectively. When the dimming level

is 100%, TASP-HDup and TASP-HD achieve identical MBE.

This is because TASP-HD sacrifices the sum-rate to meet the

uniform illumination constraint when the number of activated

LEDs is small when the dimming level is lower than 50%, and



Fig. 6. Illumination distribution of TASP-HD and baseline schemes under η = 60%, 70% and NT = 36, 64.
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Fig. 7. MBE of TASP-HD and FR under different LED, user and cell formations.



Fig. 8. MBE distribution of different transmit schemes and cell formations under η = 70%, NT = 64 and NR = 16.

the illumination uniformity constraint is naturally satisfied with

increased number of activated LEDs when the dimming level

is higher.

To evaluate the communication performance with different

user locations in the indoor space, the MBE performance of

one mobile user with TASP-HD using FR-1, FR-3 and FR-

4 is shown in Fig. 8. The user moves randomly all over the

indoor space while the positions of the rest 15 users are fixed

[35]. As shown in Fig. 8, TASP-HD with FR-1 significantly

improves MBE, especially in the cell center area. In particular,

for TASP-HD with FR-1 in 3 cells, the MBEs in the corners of

the indoor space ((−4 m, −4 m), (−4 m, 4 m), (4 m, −4 m),

(4 m, 4 m)) are 1.538 bits/s/Hz, 3.26 bits/s/Hz, 3.475 bits/s/Hz

and 3.308 bits/s/Hz, respectively, while the MBEs in the same

locations for FR-3 are 1.442 bits/s/Hz, 0.96 bits/s/Hz, 1.039

bits/s/Hz and 0.9877 bits/s/Hz, respectively. However TASP-

HD with FR-1 suffers from relatively poor performance in

cell edges due to the high inter-CI. For example, for TASP-

HD with FR-1, the MBE at the center of the indoor space is

1.313 bits/s/Hz, which is greatly lower than cell center areas.

Meanwhile, for TASP-HD with FR-3, the MBE at the center

location is 1.817 bits/s/Hz, which is close to the MBE in other

locations. This is because ZF precoding eliminates intra-CI at

the cost of bandwidth efficiency.

V. CONCLUSION

This paper has proposed a TASP-HD scheme for MC MU-

MISO VLC systems. The proposed TASP-HD circumvented

the challenges of inter and intra-CI by joint design of LED

selection and precoding matrix while satisfying illumination

constraints, which follows the paradigm of hybrid dimmings.

This design problem leads to a non-convex mixed integer

optimization problem. To solve this problem, we have divided

it into two subproblems, and solved them in an iterative

manner. Numerical and simulation results have shown that the

proposed TASP-HD improves both the illumination uniformity

and sum-rate of users with higher bandwidth efficiency. The

mean bandwidth efficiency of TASP-HD is 4.8 bit/s/Hz and

7.13 bit/s/Hz greater than that of AD, DD in a typical indoor

scenario under dimming level of 70%.

APPENDIX A

PROOF OF PROPOSITION 2

We first denote the solution of the tth iteration and the opti-

mal value of the second subproblem as R = lim
t→∞

inf R
(
q
(t)
c

)

and R∗ = inf R (qc), respectively. To prove the convergence

of Algorithm 1, we use proof by contradiction to show that

R∗ = R.

We assume a contradiction that R is inferior to R∗, and thus

there exists an ε > 0 such that

R∗ − 2ε > R. (40)

Then we have q̂c satisfying

R∗ − 2ε > R (q̂c) . (41)



Let t0 be a large enough iteration, such that for all t ≥ t0, we

have

R
(
q(t)
c

)
≥ R∗ − ε. (42)

By combining (41) and (42), we have

R
(
q(t)
c

)
− R (q̂c) > ε, ∀t ≥ t0. (43)

Denote the subgradient of R
(
q
(t)
c

)
as ∂R

(
q
(t)
c

)
. Based on

Proposition 6.3.1(a) in [36], when t ≥ t0, we have
∥∥∥q(t+1)

c − q̂c

∥∥∥
2

≤
∥∥∥q(t)

c − q̂c

∥∥∥
2

− 2θ(t)ε+
(
θ(t)
)2
c2

=
∥∥∥q(t)

c − q̂c

∥∥∥
2

− θ(t)
(
2ε− θ(t)c2

)
, (44)

where c is a bound of the subgradient, written as c ≥
sup

{
‖g‖ |g ∈ ∂R

(
q
(t)
c

)}
, ∀t ≥ 0. Since the stepsize of

the subgradient algorithm θ(t) = a√
t

diminishes to zero and

satisfies
∞∑
t=0

θ(t) = ∞, we have

2ε− 2θ(t)c2 ≥ ε, ∀t ≥ t0. (45)

Therefore (44) can be rewritten as
∥∥∥q(t+1)

c − q̂c

∥∥∥
2

≤
∥∥∥q(t)

c − q̂c

∥∥∥
2

− θ(t)ε

≤ · · · ≤
∥∥∥q(t0)

c − q̂c

∥∥∥
2

− ε

t∑

j=t0

θ(j)., ∀t ≥ t0,

(46)

which cannot hold, since
t∑

j=t0

θ(j) → ∞ when t is sufficiently

large. Thus the assumption (40) is a contradiction. Hence we

have R∗ = R. The proof is complete.

APPENDIX B

PROOF OF CONVERGENCE OF ALGORITHM 2

To prove the convergence of Algorithm 2, we need to prove

that the sum-rate of users R (Wc,Ac) is nondecreasing in each

iteration.

Let R
(
W

(t)
c ,A

(t)
c

)
denote the sum-rate of users after cal-

culating W
(t)
c ,A

(t)
c in the tth iteration. As we have discussed

in Section III, by utilizing an interior-point method to solve

the first subproblem (21) we have [37]

R
(
W (t−1)

c , A(t)
c

)
≥ R

(
W (t−1)

c , A(t−1)
c

)
. (47)

Meanwhile, for the second subproblem (33) based on

Proposition 2, we have

R
(
W (t)

c , A(t)
c

)
≥ R

(
W (t−1)

c , A(t)
c

)
. (48)

Moreover, to ensure that the alternate optimization step

always improves the objective value, if R(t+1) < R(t), we

set R(t+1) = R(t) as shown in step 7 of Algorithm 2. In

that case, the algorithm will terminate since the termination

condition
∣∣R(t+1) −R(t)

∣∣2 ≤ ε3 is satisfied. Therefore, we

can conclude that the value of the objective function must be

improved or fixed in each iteration, which is denoted as

R
(
W (t)

c , A(t)
c

)
≥ R

(
W (t−1)

c , A(t−1)
c

)
. (49)

Given (49), Algorithm 2 will finally reach convergence. This

completes the proof.
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