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A 2.4 GHz LoRa-Based Protocol
for Communication and Energy Harvesting

on Industry Machines
Giampaolo Cuozzo, Chiara Buratti, Roberto Verdone

Abstract—The fourth industrial revolution is paving the way 
for Industrial Internet of Things applications where large number 
of wireless nodes, equipped with sensors and actuators, monitor 
the production cycle of industrial goods. This paper proposes 
and analyses LoRaIN, a network architecture and MAC-layer 
protocol thought for on-demand monitoring of industrial ma-
chines. Our proprietary system is an energy-efficient, reliable 
and scalable solution, where the protocol is built on top of LoRa 
at 2.4 GHz. Indeed, the low-power characteristics of LoRa allow 
to reduce energy consumption, while Wireless Power Transfer is 
used to recharge batteries, avoiding periodic battery replacement. 
High reliability is obtained through the joint use of Frequency 
and Time Division Multiple Access. A dynamic LoRaIN scheduler 
manages the communication and recharging phases depending 
on the tasks assigned to the nodes, as well as the number 
of monitoring devices. Performance is measured in terms of 
network throughput, energy consumption and latency. Results 
demonstrate that the proposed solution is suitable for monitoring 
applications of industry machines.

Index Terms—Energy Harvesting, IIoT, LoRa, Smart Manu-
facturing

I. INTRODUCTION

Smart manufacturing is one of the most relevant sectors
of application for the Internet of Things (IoT) [1], [2], [3],
[4]. Embedding massive amount of sensors and actuators
in the control loop of industry machines, can significantly
increase productivity and work safety [5], [6]. Nevertheless,
such potential is still limited by the use of wired communi-
cation technologies; cables constitute an undesired constraint,
especially in the presence of moving components. Wireless
connectivity can offer much higher degrees of freedom [7].
The 5th Generation (5G) of mobile networks, with its future
releases, is expected to fulfill m any o f t he r equirements set
by the control loop of industry machines: latency smaller
than 1 ms, very high throughput and reliability [8], [9], [10].
However, 5G will imply high costs, and the technology will
become available only in some years.

In the meanwhile, many industry players are setting up pilot
projects using existing wireless technologies, like Wi-Fi or
Bluetooth. They can offer limited performance levels that do
not fulfill the requirements of control loops; on the other hand,
they can support simpler monitoring applications, with small

investments [11], [12], [13], [14]. Industrial solutions already
exist based on Wi-Fi1 or Bluetooth2. Unfortunately, both
technologies have constraints in terms of energy consumption
and the number of sensors/actuators (hereafter denoted as
tags or nodes) that can be mounted on a machine. This is
a major issue, because the advantages of smart manufacturing
increase as long as tags are low cost, energy efficient, and their
density can be large. An interesting alternative is LoRa, with
its version working in the Industrial Scientific and Medical
(ISM) band at 2.4 GHz [15]. Despite LoRa is a long-range
technology, it can be exploited to cope with the huge path
losses that characterize typical intra-machine communications,
as demonstrated by the measurement campaign that we have
carried out, reported in Appendix A. In addition, the low-
power feature of LoRa is particularly suited for resource and
energy-constrained devices, [16], [17], [18], and its version
at 2.4 GHz offers higher data rates and a wider channel
availability than the 868 MHz counterpart.

To minimise the size of tags, and avoid frequent battery
replacement, Energy Harvesting (EH) is a very attractive
technology; on industry machines tags can be recharged
either by means of kinetics [19], [20] or through Wireless
Power Transfer (WPT); in the latter case, electromagnetic
transmitters (called illuminators) have to be deployed on the
machine [21], [22]. In this paper, we propose and analyse
the performance of LoRaIN (LoRa for INdustrial networks),
a novel communication protocol, where nodes communicate
using LoRa at 2.4 GHz at the physical layer, a proprietary
protocol at the medium access control (MAC) layer, and are
recharged via WPT. Therefore, the paper jointly accounts for
communication and WPT, by proposing a balance between
transmission and recharging needs. High reliability is achieved
by combining Time Division (TDMA) and Frequency Division
Multiple Access (FDMA), in the context of a hierarchical
network architecture, suitably designed for industry machines.
The LoRaIN system and protocol have been designed, tested
and validated in a real-world context of an industrial project
(committed by a large company in the automation machine
field to the University of Bologna), which ended-up with a
Proof-of-Concept (PoC). Despite the system has met the cus-
tomer requirements, the PoC has been done with a very limited
number of tags, such that the related experimental results are

1See https://www.cambiumnetworks.com/solutions/industrial-broadband-s
olutions/
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not suitable to demonstrate the scalability of the proposed 
solution. To this end, this paper reports some experimental 
results performed to characterize the harsh environment of 
an industrial machine and provided as input to a proprietary 
network simulator implementing the proposed protocol. The 
network simulator takes as input parameters some realistic 
values of the hardware used in the PoC, and provides different 
network-level performance metrics. In addition, some experi-
mental measurements to test the robustness of the system with 
respect to Wi-Fi interference have been performed.

The remainder of the paper is organized as follows: Section 
II highlights the position of LoRaIN with respect to the state 
of the art, Section III describes the reference scenario, the 
TDMA-FDMA approach and the passage between real-world 
and simulation. The protocol is then presented in Section IV. 
Energy consumption, network throughput and application la-
tencies are derived in Section V. Finally, we discuss simulation 
results and we draw conclusions.

II. RELATED WORKS

LoRa is the PHY layer technology supporting the develop-
ment of LoRaWAN, one of the most successful Low Power 
Wide Area Network (LPWAN) solutions for the IoT.

LoRaWAN uses the 868 MHz ISM band and it is mainly 
used in outdoor applications, even though some works, such 
as [23], study its applicability in industrial short-range scenar-
ios. LoRaWAN implements an ALOHA-like communication 
protocol, widely analysed in the literature (see, e.g, [24],
[25], [26], [27], [28]); its performance is therefore affected 
by the presence of collisions. To overcome this, most ap-
proaches rely on TDMA: the Authors of [29] have proposed 
an improvement based on a centralized TDMA approach; [30] 
considers a time slotted protocol; [31] shows a solution based 
on periodic beacons sent by a gateway to ensure network 
synchronisation; an indoor office test-bed is presented in [32], 
where a cluster-based architecture utilizes a centralized TDMA 
approach. In summary, TDMA with centralised scheduling, 
such as clusterized architectures have been already proposed 
for improving performance of LoRaWAN networks, however, 
there is no paper dealing with a time division approach based 
on LoRa at 2.4 GHz, which offers larger bands and throughput, 
with respect to the version at 868 MHz. Indeed, the scientific 
literature is only opening now to this version of LoRa, with 
studies on its coverage [33] and ranging capabilities [34], as 
well as on the interference coming from other systems, like 
Wi-Fi [15] or Long Term Evolution [35]. The coexistence of 
LoRa and Zigbee in the 2.4 GHz band is further investigated in 
[36], where the Authors propose a message exchange among 
these two technologies to optimize the performance of a mesh 
network.

As far as energy management is concerned, EH in industrial 
applications can be achieved in different ways [37], [38], [39],
[40], [41]; we focus here on WPT, owing to its flexibility. 
In [42] a magnetically coupled resonance WPT for LPWAN 
applications has been tested. However, such work does not 
consider the interference effect between WPT and data com-
munication. On the contrary, we propose a TDMA protocol,

Fig. 1. The LoRaIN network architecture.

which alternates between WPT and communication phases,
adapting them to the tasks pursued by the tags on the machine;
the LoRaIN scheduler manages the duration of the two phases.

In conclusion, to the best of our knowledge, no existing
works have analysed LoRa at 2.4 GHz within an industrial
scenario and, in particular, no studies include time-division
protocols which use this technology in conjunction with a
WPT technique.

III. SYSTEM MODEL

A. Reference Scenario

The reference scenario and application refer to the moni-
toring of an industrial machine. To this aim, tags equipped
with different type of sensors (e.g., accelerometer, temperature,
humidity, etc.) are deployed in the different parts of the
machine and they have to send the measured data upon explicit
request from the human operator. To this aim, each machine is
equipped with a HMI (Human to Machine Interface), having
the role of recognizing the operator request, forwarding them
to the LoRaIN system, waiting for replies and displaying the
measured parameters. The LoRaIN system is composed of a
First-Level Gateway, hereafter denoted as G1, connected via
Ethernet to the HMI and forwarding data via Power over Ether-
net (PoE), to one or more Second-Level Gateway(s), hereafter
denoted as G2|i. The latter are communicating wirelessly
with the tags deployed on the machine, using the LoRaIN
proprietary protocol. The following subsection will describe
in more details the LoRaIN architecture.

B. The LoRaIN Architecture

The LoRaIN network architecture is shown in Figure 1.
The HMI, receiving commands from the operator, is con-

nected via Ethernet to G1.
The network is partitioned into sub-networks, denoted as

clusters. Industrial machines are typically formed by different
portions, called sections, which are physically separated by
metal slabs, and therefore they are almost electromagnetically
isolated. A cluster may coincide to a section, or the latter



may be subdivided into a limited number of clusters; in this 
paper, for the sake of simplicity, it is assumed that a section 
corresponds to a cluster. Each cluster is managed by a Second-
Level Gateway, G2|i, connected via Power over Ethernet (PoE) 
to G1. On the other hand, each G2|i is wirelessly connected to 
the tags of its cluster using LoRa at 2.4 GHz at the physical 
layer and LoRaIN at the upper layer.

As far as the radio modules are concerned, tags have 
a single LoRa radio transceiver (the SX1280 [43]), while 
each G2|i is equipped with three radio transceivers: two are 
used for exchanging messages with tags, and the other for 
WPT. We will refer to the functionality of G2|i intended as 
source of electromagnetic energy for WPT, as illuminator; it 
is switched on by the second-level gateway when the tags 
need to be recharged and the duration of the illumination 
phase is properly determined so that tags can recover the 
energy consumed during the monitoring operation. This WPT 
phase will be called illumination in the following. During 
illumination, the different G2|i are emitting radio waves with 
high power on one of the frequency channels available in the 
2.4 GHz band. It is worth noting that the illuminator transmits 
with a power considerably larger than the one used by the 
LoRa radio transceiver, which is upper-bounded to 12.5 dBm 
at 2.4 GHz [43]. Indeed, we suppose that each illuminator 
transmits WPT signals with a power level able to guarantee 
a received power of approximately -7 dBm, which is the 
minimum to let WPT working properly [44]. Considering the 
huge losses characterizing typical industrial scenarios (see 
the subsection III-D), the illuminator should transmit at least 
some tens of Watt.

C. The LoRaIN TDMA-FDMA Approach
Despite the (ideal) electromagnetic separation of adja-

cent machine sections, inter-cluster interference may still be
present. Indeed, illumination in one cluster can interfere with
the communication phase of another one, that is when tags
transmit the measured data to their second-level gateway. Fur-
thermore, inter-cluster interference may also happen between
two (or more) simultaneous communication phases of different
clusters. This subsection describes how the Time Division
(TDMA) and Frequency Division Multiple Access (FDMA)
approach of LoRaIN can solve these problems.
• FDMA component of LoRaIN: G1 assigns a different

LoRa channel in the 2.4 GHz band to each cluster.
These channels are used for the communication phase.
Therefore, tags belonging to different clusters can simul-
taneously transmit data to their second-level gateways
without interfering with each other. In addition, clusters
share others two frequency channels, one is used for
illumination and the other for network formation (the
latter is described in Section IV-C). Hence, among K
available channels in the 2.4 GHz band, 2 are exploited by
all clusters for illumination and network formation, while
the remaining K−2 are uniquely assigned to clusters for
communication purposes;

• TDMA component of LoRaIN: The fact that illumination
and communication of different clusters are separated in

frequency may, in principle, eliminate the inter-cluster
interference that they produce. Nevertheless, the high
powers used for illumination are such that the power
amplifiers are forced to work in non-linear regions. Con-
sequently, the signal emitted by each illuminator is not
confined within a single LoRa channel and different side
lobs on adjacent channels can be generated. Therefore,
illumination of one cluster can still interfere with the
communication of another one due to the presence of
these unwanted side-lobs. As a countermeasure to this,
clusters are synchronized, such that illumination and
communication are also separated in time. This synchro-
nization can be ensured by G1, which can coordinate all
G2|i operations in time by means of periodic packets
sent in broadcast via PoE. These packets contain the
indication of the action to be performed (communication
or illumination), so that all clusters perform the same
operation at the same time.
Finally, when clusters are performing communication,
intra-cluster interference may arise between tags that
are transmitting their data to their second-level gateway.
Therefore, LoRaIN also foresees an intra-cluster TDMA
strategy which will be described in Section IV-B.

Due to the absence of inter-cluster interference for the
reasons explained above, in the following, we will just focus
on a single cluster managed by a G2|i.

D. Statistical Path Loss Description

Automation machines are characterized by an harsh and
complex environment, not easy to be modelled. In order to
reproduce a realistic environment in the simulator, we have
characterized the path loss experienced at 2.4 GHz through
a measurement campaign over a real automation machine.
To this aim, we used two LoRaIN boards: a second-level
gateway and a single tag. The gateway was in a fixed position,
while we moved the tag all over the machine, in 20 different
locations. Figure 2 shows the fixed position of the gateway
and one location of the tag (more details cannot be disclosed
due to confidentiality reasons). In addition, experiments were
conducted in two different conditions from the propagation
viewpoint, since we have opened and closed the door through
which the considered machine is accessible.

For each node location, we performed the following opera-
tions:

1) The second-level gateway is switched on and it immedi-
ately sets the reception mode;

2) The tag wakes up and it suddenly performs 2000 consec-
utive uplink transmissions of 10 bytes each, with power
level PT = −1 dBm;

3) Repetition of Step 2, after having closed the door of the
machine.

Therefore, each location was characterized by 4000 values
of received powers PRk

(at gateway side), that is path loss,
PLk = PT − PRk

(dB unit). The statistics of the path loss
PL has been then computed, putting together measurements
performed in the different positions and conditions (door open
and closed).



Fig. 2. Reference industrial machine used for the path loss characterization at
2.4 GHz, where the top-red circle highlights the second-level gateway, while
the node is in the bottom-left corner.

In particular, it turned out that the probability mass function
(pmf) of the measured path loss in linear unit, PL, resembles
to a Rayleigh distribution, whose parameter coincides with the
abscissa of the peak. The reader can refer to Appendix A for a
complete description of the procedure we followed to achieve
the aforementioned result.

This well-known shape of the pmf has simplified the im-
plementation of our LoRaIN simulator, and each node can be
associated to an instance of the Rayleigh-distributed path loss.
Details of the simulator can be found in Appendix B.

IV. THE PROPOSED PROTOCOL STACK

A. PHY layer: LoRa at 2.4 GHz

As described in [45], LoRa is an M -ary digital modulation,
where the M possible waveforms are chirp modulated signals
over a given Bandwidth (BW ). Four possible values of BW
can be defined at 2.4 GHz: 203, 406, 812 and 1625 kHz. In all
cases, the 2.4 GHz band has a number of frequency channels
larger than ten (since its overall bandwidth is 80 MHz in most
countries). M is an important degree of freedom, as it is given
by M = 2SF , where the Spreading Factor (SF ) is an integer
number ranging from 5 to 12. The larger the SF and the
smaller will be the receiver sensitivity, but the longer will be
the transmission time, called Time On Air (ToA). The latter
is computed according to the following formula:

ToA =
2SF

BW
·NS (1)

where NS is a function of the SF and it can be written as in
eq. (2), when Long Interleaving mode is not used [43].

A remark is that we use the LoRa Explicit (Variable-length)
Header mode, which adds both the Cyclic Redundancy Check
(CRC) and the header to the packet. This is the reason for the
presence of NC and NSH in eq. (2), since they represent the
number of bits for the CRC and the number of symbols for
the header, respectively. We also use the default value for the
number of symbols characterizing the LoRa preamble, denoted
as NSP. Their three values are listed in Section VI and they
form the LoRa PHY header.

Moreover, the term U appearing in eq. (2) refers to the
number of bytes of the LoRa PHY Service Data Unit (SDU),

as shown in Figure 3 and described in details in subsection
IV-B.

LoRa also envisions different Coding Rates (CR) values
to trade reliability and ToA. We chose the lowest level of
protection, that is a CR of 4/5. Such value implies that the
term CR in eq. (2) is set to 1, as described in [43].

B. Upper layer: LoRaIN
This subsection will describe the protocol that is used by

tags of the cluster, called LoRaIN as the network architecture
in which it runs.
Time is organised into frames and each frame starts with a
Beacon packet sent by G2|i to tags in the cluster, to notify
them regarding the actions to be taken. In particular, there
exists two type of frames, both having the same duration: 1)
Default Frame, used to keep tags synchronised; 2) Reading
Frame, where tags have to take measurements for an interval
TM and send them to G2|i; in this case, the access to the
channel is managed via a TDMA approach.

If no assignments are generated at the HMI, Default Frames
come in succession: G2|i periodically sends Beacon-Default
packets, tags wake up for receiving the packet and then they
go to sleep mode for the rest of the frame.

When a task assignment is performed at the HMI, the
subsequent beacon will notify the tags regarding the beginning
of the Reading Frame, sending a Beacon-Comm-Read. The
Reading Frame structure is shown in Figure 4, and it is
computed as:

TF = TB + TM + TC + TI (3)

The different intervals of time in eq. (3) are listed below:
• TB: Beacon time is the interval of time needed to transmit

the Beacon-Comm-Read and the latter has the same
duration of a Beacon-Default;

• TM: Measuring time is the interval of time during which
all tags are taking measures (acceleration and temperature
in our case);

• TC: Communication time is the portion of the Reading
Frame which is dedicated to the transmission of the
measurement results from tags to G2|i;

• TI: Illumination time is the interval of time where nodes
are in low-power mode while they are recharged by the
illuminator.

It is important to underline that TF also represents the
duration of Default Frames, even if tags are in low-power
mode throughout all the frame. Tags should be aware of the
value of TF, as well as all the timings appearing in eq. (3) ,
to be synchronized with G2|i. Such timings are retrieved from
the beacons and they are used to re-set their internal clock,
called Real-Time Clock (RTC), such that the synchronization
is kept.

In the following, we provide more details about TC and TI.
In fact, the values of TB and TM are fixed a-priori because
the size of the Beacon-Comm-Read, as well as the requested
duration of the measure, can be set independently on the
number of tags present in the cluster. That is not the case
for TC and TI, which are functions of N , that is the number
of tags in the cluster.



NS =


NSP + 6, 25 + 8 + ceil

(
max(8·U+NC−4·SF+NSH ,0)

4·SF

)
· (CR+ 4) SF < 7

NSP + 4, 25 + 8 + ceil
(

max(8·U+NC−4·SF+8+NSH ,0)
4·SF

)
· (CR+ 4) 7 ≤ SF ≤ 10

NSP + 4, 25 + 8 + ceil
(

max(8·U+NC−4·SF+8+NSH ,0)
4·(SF−2)

)
· (CR+ 4) otherwise

(2)

Fig. 3. LoRa Protocol (PDU) and Service Data Unit (SDU) format.

Fig. 4. The Reading Frame structure.

1) Computation of TC: Each node is supposed to encode
their measurements through a fixed amount of bytes, denoted
as P ; these bytes form the LoRaIN payload, which depends
on the data measured by sensors on board. Moreover, it is
added a LoRaIN header composed of 10 bytes, including the
source and destination addresses (2 bytes each) as well as the
network identifier (see Figure 3).

To simplify the notation, we will denote as burst the LoRa
PHY SDU, composed of the LoRaIN payload and the LoRaIN
header, and as packet the LoRa Protocol Data Unit (PDU),
composed of the burst and the LoRa PHY header (the latter
has been described in subsection IV-A).

The number of bytes included in the burst is denoted as U
and the LoRa PHY layer cannot transmit more than UM = 253
bytes within a single transmission [43]; therefore, when TM
expires, each node requires n transmissions to transmit U bytes
to G2|i, where the value of n is given by:

n = ceil

(
U

UM

)
(4)

Each node will then transmit in n dedicated and consecutive
time slots; in this way, intra-cluster interference is completely

TABLE I
VALUES OF RECEIVER SENSITIVITIES CORRESPONDING TO ALL POSSIBLE

SPREADING FACTORS AT 2.4 GHZ, ASSUMING A BW OF 1625 KHZ

SF PRS [dBm]
5 -99
6 -103
7 -106
8 -109
9 -111

10 -114
11 -117
12 -120

avoided.
The duration of each time slot depends on the value of U . In
particular, two time slot durations are defined: TS|1 and TS|2,
computed as follows:

TS|1 = ceil

(
ToAM

1− TG

100

)
(5)

TS|2 = ceil

(
ToAY

1− TG

100

)
(6)

where ceil() is a function which rounds the input to the
nearest integer greater than or equal to that element; TG is the
percentage of guard time within a single slot; ToAM is the
LoRa Time on Air (ToA) related to a burst of UM bytes (the
maximum one), while ToAY refers to the remaining amount
of bytes that should be transmitted in the last time slot, that
is Y = U − (n− 1) · UM.
For example, if U = 600 bytes, then each node transmits a
burst of 253 bytes for two times and Y = 94 bytes in the third
time slot.

Finally, reminding that N is the number of nodes within a
cluster, TC is given by:

TC = N ·
[
(n− 1) · TS|1 + TS|2

]
(7)

It is worth noting that if U ≤ UM, then each node transmits
using a single time slot (n = 1) of duration TS|2, where ToAY

of eq. (6) turns out to be ToAU.
Obviously ToAM and ToAY depend on the bit rate, which

has an inverse proportionality with the spreading factor. In
particular, the SF is set to the minimum value allowing
connectivity between G2|i and all tags in the cluster; in this
regard, a node is considered connected if the received power
exceeds the receiver sensitivity PRS, whose values are taken
from LoRa specifications and they are shown in Table I for
the sake of completeness [43]. As it can be noted, larger SF



produce a lower receiver sensitivity and the latter should be 
compatible with the lowest level of received power in the 
cluster. In LoRaIN, the choice of SF is performed during 
the network formation phase, as described in subsection IV-C.

A final r emark r efers t o t he t ime s lot s cheduling: a s we 
mentioned earlier, each time slot is dedicated to a single node, 
avoiding any interference among them. In fact, each node is 
associated to an address, and the latter is used in the Beacon-
Comm-Read to tell the node when to start its transmission. 
Whenever one node is transmitting, all the others are waiting 
their turn in low-power mode. When a node has completed its 
transmission, it will be switched off until the end of TF. This 
operation is performed by a hardware component mounted on 
tags, called Real-Time Clock (RTC). Nevertheless, the last-
scheduled node has the highest power consumption because 
it has to wait all the other transmissions. For the sake of 
fairness, the last-scheduled node is not always the same since 
G2|i randomly scramble the mapping between time slots and 
node addresses at each Beacon-Comm-Read.

2) Computation of TI: The value of TI is chosen so that 
tags can recover the energy they have consumed during TB, 
TM and TC. The sum of these three terms is called Round 
Trip Time (RTT), because it represents the interval of time 
elapsing from the transmission of the Beacon-Comm-Read and 
the reception of the last-scheduled packet (see Figure 4). We 
will denote it as TR hereafter.
At the beginning of TI, G2|i switches on the illuminator and 
the tags start to be recharged. Each tag consumes a different 
amount of energy in TC, because the time it should wait 
in low-power mode depends on its address. However, TI is 
computed considering the largest amount of energy consumed 
in the cluster, which belongs to the last-scheduled node (the 
N -th one), since it is the last node which is switched on by 
its own RTC. Therefore, the expression of TI is as follows:

TI =
EN

PA
=

EN

η · PRm

(8)

where EN is the energy consumed by the N -th node and its
expression is reported in subsection V-A, PRm is the minimum
received power during illumination phase, PA is the minimum
absorbed power and it is a fraction (η) of the minimum
received power (PRm

). It is worth noting that the absorbed
power should be intended as Direct Current (DC) power, while
PRm is the Radio Frequency (RF) power available at the
receiving antenna input port [44].

C. LoRaIN Network Formation

For the sake of completeness, this subsection briefly de-
scribes how the LoRaIN network is formed, that is the
procedure with which nodes associate to a given cluster.

1) When the network has to be created, all G2|i wait in re-
ception on the common channel dedicated to the network
formation phase, until G1 indicates that this phase can
finish and the system can start the normal operations that
have been described in the previous subsection. To main-
tain time synchronization with the tags that are already in
the network, each G2|i continues to send Beacon-Default

with periodicity TF on the frequency channel dedicated
to the considered cluster. In this phase, no Reading
Frames are possible. Each G2|i uses two transceivers
simultaneously on two different frequency channels, one
(the common one) in reception of association requests,
and the other (the dedicated one) in transmission of
Beacon-Defaults. For the sake of brevity, we will call the
transceiver using the former as common transceiver, since
it works on a channel which is shared by all clusters;

2) When a new tag requests to be associated to the network,
it will send an Association-Request packet on the afore-
mentioned common channel, indicating its willingness to
be connected. The SF used for this packet is the highest
one to maximize the coverage range of the network (that
is 12 at 2.4 GHz [43]);

3) The association packet is received by all G2|i for which
the received power level is above the receiver sensitivity
provided by SF = 12 (see Table I). In particular, each of
these G2|i sends to G1 the corresponding received power
level so that the first-level gateway can choose the second-
level gateway that has received the Association-Request
with the highest power level.

4) G1 compares the selected received power level with the
receiver sensitivities provided by LoRa at 2.4 GHz in
order to choose the lowest possible SF that can be used
by the considered cluster. Then, the first-level gateway
will compare the newly computed SF with the one that
the cluster is already using (if any) and it selects the
highest one. This is a worst case scenario, because the
choice is influenced by the tag of the cluster from which
the lowest received power has been received. Once this
computation ends, G1 notifies its choice to all G2|i which
was involved in the selection and the chosen one will then
answer to the tag with an Association-Response packet
containing: the assigned address, the frequency channel
used by the chosen cluster, the time left until the next
Beacon-Default will be transmitted on that frequency
channel and the SF to be used.

When G1 receives from the HMI the command that ends
the network formation phase, it will send a notification to all
G2|i such that they can switch off their common transceiver.

V. PERFORMANCE EVALUATION

In this Section we describe the key performance indicators
(KPI) characterizing LoRaIN, while their numerical values are
shown in Section VI as a function of different input settings.

A. Energy Consumption

An important figure of merit is the energy consumed by a
tag during the Reading Frame; this metric is used to compute
the illumination time TI, as described in subsection IV-B.
We will denote this energy as Ej , and it will be the energy
spent by the j-th node during TR, where j spans from 1 to



N . The expression of Ej is shown in eq. (9).

Ej = PRX · TB + PM · TM +

+ PL · (j − 1) · [(n− 1) · TS|1 + TS|2] +

+ PTX · [(n− 1) · ToAM + ToAY] +

+ PL · (n− 1) · (TS|1 − ToAM)

(9)

where:
• the first term is the energy spent for receiving the Beacon-

Comm-Read, being PRX the power spent in reception;
• the second term is the energy spent during the measure-

ment, being PM the power consumed when the sensors
are sampling;

• the third term is the energy spent when the node is waiting
the beginning of its slot, being PL the power consumed
in low-power mode;

• the fourth term is the energy spent for the transmission of
the packets, being PTX the power spent in transmission;

• the last term is the energy spent during the guard time
portion of each time slot, where the node is not transmit-
ting and it can be in low-power again.

In eq. (9) we assume zero energy consumption during the
illumination portion of the Reading Frame (see Figure 4).
This is possible thanks to the ultra-low power features of
commercial RTCs3, being the unique hardware component of
the node which is consuming during TI.

Furthermore, eq. (9) assumes that all nodes are perfectly
synchronized, thanks to the presence of a guard time in each
time slot, denoted as TG, ensuring no intra-cluster interference.
Since the lack of this hypothesis could negatively affect
the LoRaIN performance, our simulator also implements a
random clock drift, according to which one tag can loose
synchronization with the G2|i and transmits simultaneously
with another one (see subsection V-B).

We then introduce the average energy consumption E,
averaged among the tags, that is E =

∑N
j=1 Ej

N .

B. Success Rate

As anticipated in subsection V-A, our simulator can assess
the LoRaIN performance even if the clocks mounted on tags
are shifted with respect to the exact timing taken by G2|i. This
may be a problem of real-world implementations, since IoT
devices should be low-cost and their clocks are then limited
in precision.

More specifically, we assume that all tags have the same
clock, whose precision is expressed in Parts Per Million (ppm).
It is well-known that, if a tag has to count an interval T , its
effective value will be T + ∆T , where:

∆T = ± T · ppm · 10−6 (10)

This possibility may lead to partial or total collisions, since
the transmissions of two or more tags may partially or totally
overlap in time domain.

3An example of RTC data sheet can be found at: https://abracon.com/Prec
isiontiming/AB18X5-RTC.pdf

For the sake of simplicity, we did not implement a capture
effect; in particular, a packet is correctly received if only the
burst has collided. Conversely, if the collision has involved
the LoRa PHY header, the packet is considered lost. It
immediately follows that we can define a success rate SR

as an average of the successful node transmissions, that is:

SR =
∑N

j=1 SRj

N , where SRj
is the percentage of packets

successfully transmitted by the j-th node.

C. Network Throughput

The average network throughput S, when considering a
cluster composed of N tags, is given by:

S =
N · P
TF

· SR (11)

where we assume that no connectivity issues are present
between tags and G2|i. The latter is possible thanks to the
fact that G2|i, during the formation of the network, selects the
value of SF to be used by all tags in the cluster based on the
tag characterized by the lowest level of received power (see
subsection IV-C).

It is worth noting that SR = 1 if the clock shifts are
negligible compared to the timings to be counted by tags. In
particular, Section VI will show the robustness of LoRaIN,
since only unrealistic values of ppm can produce a reduction
of the nominal values of S.

D. Latency

We define the LoRaIN latency as the average time that an
operator should wait before seeing the result of the monitoring
operation at the HMI, that represents a way to quantify the
LoRaIN responsiveness. Hence, the latency is determined by
the waiting time of the last-scheduled node, since the data are
displayed at the HMI as long as all nodes have transmitted.
It is worth noting that the operator request is asynchronous,
and it can happen in a random instant of a Default Frame.
The system immediately perceives the request, but the Reading
Frame can only start at the end of the current Default Frame.
Considering a generic request, we define the LoRaIN latency,
L, as follows:

L = TF − UR + TR (12)

where UR is the instant in which the request is generated by
the user, and it is modelled as an uniform random variable
within the range [0, TF].

The reader can better understand eq. (12) by looking at Fig-
ure 5, where it is shown an example of two different requests,
appearing at random instants U1

R and U2
R and characterized by

two different latencies L1 and L2.

VI. RESULTS AND DISCUSSION

In this Section we present and discuss some results spread-
ing out from the LoRaIN simulator, with the ambition of
quantifying the robustness, scalability and responsiveness of
LoRaIN. To this aim, all the KPIs introduced in Section V
are numerically evaluated as a function of different input

 https://abracon.com/Precisiontiming/AB18X5-RTC.pdf
 https://abracon.com/Precisiontiming/AB18X5-RTC.pdf


Fig. 5. An example of two monitoring requests appearing at random instants
U1
R and U2

R and characterized by two different latencies L1 and L2.

TABLE II
PARAMETER SETTINGS

Parameter Value Parameter Value
BW 1625 kHz η 0.4
CR 4/5 PRm -7 dBm
NC 16 Bits PRX 32.3 mW
NSH 20 Symbols PM 0.252 mW
NSP 12 Symbols PL 0.528 mW
LH 10 Bytes PTX 99 mW
TM 0.5 s NF 10000

parameters. All results have been obtained by averaging over
a number NF of transmissions, that is Reading Frames, and
this also means that L of eq. (12) becomes L = TF−UR+TR,
where UR = TF/2. However, more details about the simulator
can be found in Appendix B.
System parameter settings, if not otherwise specified, are
reported in Table II. In particular:

• The chosen value of BW is the maximum one at 2.4
GHz; hence, the system works with the largest possible
bit rate for a given SF and this aspect is important to
shrink the LoRaIN latency as much as possible;

• We used the smallest value of CR, since no interference
is theoretically present in LoRaIN, thanks to the FDMA-
TDMA approach. Moreover, this value allows a good
resilience with respect to Wi-Fi interference, as shown
in the final part of this Section;

• For conciseness, we denote with LH the 10 bytes of
LoRaIN header. Moreover, the burst characterizing each
Beacon-Comm-Read is of 10 bytes too, since it does
not embed a LoRaIN payload. This is possible by using
one bit of the LoRaIN header to let nodes discriminate
between Beacon-Default and Beacon-Comm-Read;

• During illumination phase, the recharging operation of
nodes is characterized by an RF-to-DC efficiency, η,
which is an increasing function of the RF power received
by nodes during illumination phase. To allow a sufficient
energy recovery to all nodes in the cluster, we design TI
by considering the minimum RF received power in the
cluster, namely PRm

. However, we assume that η is 0,4
for all tags, which means that PRm

is approximately -

Fig. 6. Network throughput as a function of the payload for different values
of ppm characterizing the clocks mounted on tags.

Fig. 7. Network throughput as a function of the number of nodes for different
values of ppm characterizing the clocks mounted on tags.

7 dBm, as shown in [44]. This is compatible with the
losses we have measured (see Appendix A), since the
illuminator is supposed to transmit with a sufficiently
high power for the scenario of interest;

• The devices used in the real implementation are custom
boards made of different hardware components. There-
fore, the values of consumed powers appearing in Table
II are taken by jointly considering their data sheets, that
are [43], [46], [47], [48]. One remark is that PL is larger
than PM because our physical implementation foresees
that sensors mounted on tags work in a lower voltage
regime than the rest of the board.

A first result is depicted in Figure 6, where the growing
trend of S with P is confirmed, considering a cluster formed
by N =100 nodes. The transmit power of the LoRa communi-
cations, PT, has been set to its maximum value of 12.5 dBm,
allowing to use the minimum SF in the scenario of interest
(see Appendix A for details on path loss model). With SF 5,
TB can be set to 2 ms and we consider no guard time, that is
TG = 0%, to force a tight synchronization among nodes.

Three different cases have been simulated: i) when no



Fig. 8. Network throughput as a function of the guard time for different
values of ppm characterizing the clocks mounted on tags.

synchronization error is present (clocks on nodes are ideal), ii)
when nodes mount clocks with a ppm of 1000 and iii) when
ppm is 900. It is clearly evident that a decrease of network
throughput only happens for unrealistic values of ppm (the
latter is typically a few tens), demonstrating the robustness
of LoRaIN to intra-cluster interference. The reason of these
improbable values of ppm can be found in eq. (10), since the
clock shifts are also proportional to the intervals of time to be
counted and LoRaIN foresees timings of few hundreds of ms
in the worst case.

Furthermore, considering the same three cases of clock
shifts, and assuming a LoRaIN payload of 200 bytes, Figure
7 shows that the network throughput grows with N albeit
the impact of clock shifts is larger for crowded clusters,
due to longer timings to be counted. In fact, the larger is
N and the longer is the waiting time for the last-scheduled
node, before it can actually transmit its data. This result
suggests that violations of intra-cluster interference do not
limit the scalability of LoRaIN. Both Figure 6 and 7 consider
a TG = 0% because the aim is to emphasize the effect of the
intra-cluster interference. However, the value of TG should
be carefully chosen for a given clock precision (ppm value);
indeed, the longer the guard time, the lower is the collision
probability but TF enlarges as well (see eq. (5), (6), (7) and
(3) ). Therefore, the network throughput as a function of the
guard time is subject to a trade-off, because its value increases
with TG as long as the increase in the denominator of S (that
is TF) does not become dominant. This trend is confirmed
in Figure 8, where the network throughput is depicted as a
function of the guard time for two values of ppm (900 and
1000) and considering N = 100 and P = 200 bytes. It is
interesting to note that the optimum value of TG is different if
the clock precision changes. Figure 8 shows that the network
throughput is maximized for TG = 10% and TG = 20%, in
case of ppm = 900 and ppm = 1000, respectively. This result
is in line with our expectations, since a better clock precision
reduces the collision probability and thus the increase of the
guard time becomes less useful for the network throughput
viewpoint. Moreover, the reader can note that the two curves

Fig. 9. Energy consumption as a function of the number of nodes and for
different values of LoRaIN payload P .

converge when the guard time is so high that collisions do not
occur anymore.

Regarding the low-power needs of IIoT applications, Figure
9 reports the average energy consumption, E, as a function of
the number of nodes N , by varying the LoRaIN payload from
50 to 200 bytes. These values of P are sufficient for many IIoT
applications and the differences in terms of average energy
consumed are of at most 1 mJ, demonstrating how LoRaIN is
able to exploit the low-power features of the LoRa technology.
However, in opposition to Figures 6 and 7, in this simulation
we have set TG = 10% to be much closer to our physical
implementation.

However, the choice of the spreading factor also affects
the energy consumption of nodes and thus it changes the
time needed to recharge them. In fact, larger spreading factor
implies a higher power consumption, since the same packet is
transmitted in longer time. In this regard, Figure 10 shows the
impact of two different spreading factors on the illumination
time TI, which is plotted as a function of the number of nodes
in the cluster and considering a LoRaIN payload of 100 bytes.
The curves confirm the growth of TI for larger SF ; more
specifically, the value of SF = 5 has been obtained assuming
PT = 12.5 dBm (the maximum one), while SF = 6 is set
when PT = −18 dBm (the minimum one). Indeed, in the
latter case, some nodes are not connected to the second-level
gateway and G2|i should then increase the SF from 5 to 6.
One can also notice that tags are recharged in less than 6
seconds even for clusters hosting 200 nodes and transmitting
100 bytes each, thus showing a good scalability property for
the scenario of interest. These numbers are in line with what
we experienced on-field during the PoC, since we had 5 nodes
that were recharged in less than 2 seconds.

Figure 11 shows the variations of the LoRaIN latency with
the number of nodes N , for representative LoRaIN payloads of
100 and 200 bytes. Without loss of generality, we assume that
the propagation delays of the wired connections are negligible.
As it can be seen, considering a crowded cluster of 200
nodes, the operator has to wait (on average) no more than
7 seconds, which seems to be a reasonable value for the



Fig. 10. Illumination time as a function of the number of nodes and for two
different values of SF .

Fig. 11. Latency as a function of the number of nodes and for different values
of P .

human perception. Furthermore, by considerably increasing
the precision of the measurements taken by tags, which ends-
up in doubling the value of P , the LoRaIN responsiveness
increases of less than 3 seconds in the worst case, showing a
large degree of flexibility for the customer viewpoint.

Finally, we study the robustness of the system with respect
to the interference generated by an IEEE 802.11g network,
working on the same 2.4 GHz band. For experiments we have
used a TP-Link TL-WA830RE access point (AP), configured
to work in IEEE 802.11g mode with maximum available
transmit power and a maximum rate allowed of 54 Mbit/s.
To generate a constant Wi-Fi occupancy we used two laptops
working as video streaming client and server (VLC Media
player was running at both laptops). An HTTP (HyperText
Transfer Protocol) server was set up to broadcast an mp4 video
in on-demand fashion. The experimental setup is shown in
Fig. 12: Server and AP were connected exploiting an Ethernet
cable, while the client was communicating to the AP via the
wireless connection enabled by IEEE 802.11g. As for the
LoRaIN devices, we considered one transmitter (LoRaIN tag)
and one receiver (G2) at a distance of 3.2 m and both devices
were at an height of 0.5 m from the floor, while G2 was located

G2

LoRAIN GW at level 2 + Wi-Spy LoRAIN tag

LoRA transmission

3,2 m

Fig. 12. Interference Evaluation: Experimental setup.

at 1.5 m from the AP.
In order to characterize the interference level suffered by the

LoRa receiver, we estimated the Signal-to-Interference Ratio
(C/I) as follows. A Wi-Spy device was located near G2 to
measure the interfering power, I , while the useful received
power, C, was directly measured by the LoRa receiver of G2,
using the received signal strength indicator (RSSI). Finally,
we used the Chanalyzer to measure the channel utilization,
defined as the percentage of time the received signal was
above a threshold of -105 dBm in the considered channel for
a given interval of time (set equal to the duration of a single
experiment). The packet success rate, SR, was computed
considering the transmission of 1000 packets.

In Table III we show SR for different values of C/I . The
channel occupancy was 20%. The carrier frequency of LoRaIN
signal was set to 2.452 GHz, that is the central frequency
of channel 9 used by the IEEE 802.11g network (completely
overlapped channels). As can be seen, by increasing SF the
time on air increases, bringing to larger collision probability,
until a given value (SF > 8), where performance improve
thanks to a modulation which is more robust to interference.
However, as an example, setting SF = 9 in a LoRaIN
cluster made of 50 nodes will bring to an average network
throughput equal to 1.68 kbits/s. Conversely, the average
network throughput increases up to 12.8 kbits/s if we set
SF = 5 (see Figure 7), due to the notable decrease of the
illumination time. Therefore, SF = 5 is the best choice to
reach a trade-off between robustness with respect to Wi-Fi
interference and energy consumption constraints. Finally, it is
important to underline that measurements have been performed
in a worst case scenario (completely overlapped channels,
Wi-Fi AP at 1.5 meters in line-of-sight conditions), rarely
occurring in a real premise, where tags are mounted into closed
and well isolated industrial machines.

VII. CONCLUSIONS

In this paper we have proposed a communication protocol
and architecture based on LoRa at 2.4 GHz, suitable for
monitoring of industry machines.

LoRaIN provides a network throughput close to 25 kbit/s
when 100 tags are deployed per cluster and each of them uses
100 bytes to encode measurements. For the same tag density,



TABLE III
PACKET SUCCESS PROBABILITY IN THE PRESENCE OF WI-FI

INTERFERENCE.

SF C/I = −30 dB C/I = −34 dB
5 0,85 0,775
6 0,79 0,74
7 0,8 0,76
8 0,95 0,875
9 0,975 0,96

10 1 0,975
11 1 1
12 1 1

with a realistic values of WPT efficiency, the reaction time of
the protocol is in the order of few seconds; such values are
compatible with monitoring applications where humans are in
the loop. On the other hand, for different machines, the WPT
technique may require larger illumination times and protocol
performance in terms of delays and network throughput may
be worse.

LoRaIN has been implemented in a real-world context. The
pilot project ends-up with a PoC made of few nodes and for
this reason results are not compared to those presented here; in
fact, we wanted to discuss the interference-agnostic properties
of LoRaIN, as well as its scalability and responsiveness, on
the basis of simulation results. However, the simulator has
been designed starting from real-world measurements, thus
producing results close to reality.

APPENDIX A
STATISTICAL PATH LOSS DESCRIPTION

Section III-D describes the procedure we followed to per-
form path loss measurements in the scenario of interest.

In particular, the pmf of path loss is computed considering
the 80000 samples of losses generated by the measurements,
PLk, considering 20 tag positions, 2 conditions (door open
and closed) and 2000 transmissions per position and scenario,
and setting a discretization interval equal to PLmax−PLmin

1000 ,
where PLmax and PLmin are the maximum and minimum
values of measured loss, respectively. By displaying on an x-
axis the representative path loss values of each discretization
interval, and the corresponding pmf on the y-axis, the resulting
plot is shown in Figure 13.

It is worth noting that the pmf resembles to a Rayleigh
distribution, rather than Negative Exponential, because the first
representative value of path loss in linear unit is pretty far from
0, contrarily to what it seems from Figure 13. To avoid any
doubt, we have highlighted the first point of the pmf with the
text-box in the top-left corner, while a zoomed version of the
decreasing trend appears in the dashed square.

In our LoRaIN simulator, described in Appendix B, we
obtain a Rayleigh random variable as

√
X2 + Y 2 where X

and Y are zero-mean Gaussian random variables. In particular,
we have set the standard deviation of both of them as the path
loss value for which there is the peak of the measured Rayleigh
pmf, as well-known from statistic theory.

Fig. 13. Measured probability mass function of path loss in linear unit,
resembling to a Rayleigh distribution (a zoomed version of the decreasing
trend is depicted in the dashed square).

APPENDIX B
LORAIN SIMULATOR

Our LoRaIN simulator is discrete-time and it has been
written in C. Each simulation is made of NF steps and each
of them corresponds to an entire Reading Frame. We call Tick
the smallest interval of time foreseen within a Reading Frame,
so that the latter can be subdivided in an (integer) number of
Ticks (see Figure 14).

More specifically, the LoRaIN simulator performs the fol-
lowing macro-operations for each single step:

1) It assigns a path loss value to each node, using the
Rayleigh distribution described in Appendix A;

2) It computes the received power of each node in the cluster
as the difference in dB between the value of transmit
power used by the LoRa transceiver, PT, and the path
loss associated to the node. Then it sets the SF to the
minimum value for which the receiver sensitivity is lower
than the minimum received power in the cluster;

3) It computes the LoRa TimeOnAirs (at 2.4 GHz) so that
it obtains TB, TS|1 and eventually TS|2 to match the
requested TG;

4) It chooses the minimum between TB, TS, TS|1 and TS|2
(if present), to compute the Tick;

5) It simulates the communication part of the Reading
Frame using a Tick discretization;

6) Having all the consumed energies from the previous step,
it can compute E, TI and then TF;

7) It computes S before ending the simulation of the current
step.

For the sake of simplicity, all timings, including the Tick,
are rounded to integer numbers.

As far as the outputs are concerned, the simulator computes
the metrics described in Section V for NF times, but it finally
displays their averages over NF, which are those reported in
Section VI. In fact, each node is characterized by a structure,



Fig. 14. Discrete-time structure of the LoRaIN simulator.

Fig. 15. Portion of the LoRaIN simulator where the counters for the Success
Rate computation are updated.

which provides information about its state (transmission, re-
ception, low-power, etc..) and it stores the number of Ticks
that should elapse before changing state. During each Tick,
the simulator checks the status of each node and it updates the
metrics accordingly, such as the energy consumed. Before the
Tick ends, it will update the state of each node, if necessary.
For example, Figure 15 shows a portion of code where the
simulator updates the counters used for the Success Rate
computation, when the j-th node has to leave the reception
state. The reader can also notice the variable ” T ” in the
nodes’ structure, which is used to know when the node has
to change state, and the boolean ”isReceiving”, which is set
to false when the collision is harmful because it has involved
the LoRa PHY header.

A final remark is about what differentiate the simulation
steps (simulated Reading Frames):

1) The path loss experienced by each single node, since the
instances of the Rayleigh random variable are recomputed
at each step;

2) The clock shift relative to the timings counted by each
node, since the sign of eq. (10) is modelled as a discrete
random variable with two equiprobable events;

3) The instant in which the operator has requested the
monitoring operation, which is modelled as an uniform
random variable which ranges between 0 and TF.
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and Z. Popović, “A 2.45-GHz energy-autonomous wireless power relay
node,” IEEE Transactions on Microwave Theory and Techniques, vol. 63,
no. 12, pp. 4511–4520, 2015.

[45] M. Chiani and A. Elzanaty, “On the LoRa modulation for IoT: Waveform
properties and spectral analysis,” IEEE Internet of Things Journal, vol. 6,
no. 5, pp. 8463–8470, 2019.

[46] S. NV, “STM32L47xxx Advanced Arm-based 32-bit MCU,” https://ww
w.st.com/resource/en/reference manual/dm00083560-stm32l47xxx-stm
32l48xxx-stm32l49xxx-and-stm32l4axxx-advanced-armbased-32bit-m
cus-stmicroelectronics.pdf, 2020, accessed: 2021-11-02.

[47] ——, “MEMS digital output motion sensor: high-performance ultra-low-
power 3-axis accelerometer for industrial applications,” https://www.st
.com/resource/en/datasheet/iis2dlpc.pdf, 2020, accessed: 2021-11-02.

[48] A. Corporation, “AB18X5 Real-Time Clock,” https://abracon.com/Prec
isiontiming/AB18X5-RTC.pdf, 2020, accessed: 2021-11-02.

Giampaolo Cuozzo received the B.Sc degree with
honors in electronics and telecommunications en-
gineering and the M.Sc degree with honors in
telecommunications engineering from the Univer-
sity of Bologna, Bologna, Italy, in 2017 and 2019,
respectively. He is currently pursuing the Ph.D.
in electronics, telecommunications, and information
technologies engineering (ETIT) at the University of
Bologna.

His research activity is focused on full-stack de-
sign of THz systems for Industrial Internet of Things

applications and optimizations of 5G-NR networks for URLLC. He is also
involved in experimental activities that exploit current wireless technologies,
like LoRa, Zigbee and NB-IoT.

Chiara Buratti received the M.Sc. degree in telecommunications engineering
from the University of Bologna, Bologna, Italy. She is an Assistant Professor
with the University of Bologna. Since 2006, when she started her Ph.D.,
she has been involved in the research related to wireless networks for the
Internet of Things, with particular reference to MAC and routing protocol
design. She is currently a Principal Investigator of the COST Innovators’
Grant IG15104, IMMUNet. She has been Main proponent of the Cost Action
CA20120, INTERACT, and Co-Chair of the EWG on IoT of the Cost Action
IRACON, the Dissemination Manager for the FP7 WiserBAN Project, and
responsible of the EuWIn@Bologna laboratory, created within the FP7 NoE
Newcom#. She has coauthored more than 90 research papers.

Roberto Verdone received the master’s degree in electronics engineering and
the Ph.D. degree from the University of Bologna. Since 2001, he has been
a Full Professor in telecommunications with the University of Bologna. He
teaches courses on mobile radio networks, the Internet of Things, vehicular
communications, and on project management and soft skills. In 2001, he
founded a research group (Radio Networks) working on RRM for mobile
systems, MAC, routing and topology aspects of wireless sensor networks,
architectures, and technologies for the IoT. Since 2020, he has been the
Director of the National Laboratory WiLab, Italy, founded by the National
Inter-University Consortium for Telecommunications (CNIT). In particular,
he is active in the field of the integration of the IoT with 5G networks. He
is a part of the Networld2020 Expert Group. In such role, in 2015, he edited
a White Paper on Experimental Facilities for 5G in Europe, contributed by
about 50 experts from major European stakeholders. He has published about
200 research papers, on IEEE journals/conferences. In the past 15 years, he
has been involved/has coordinated more than ten European research projects,
including four Networks of Excellence, and many industrial projects (with
Telecom Italia, Microsoft, CEA-LETI, and others). During the last decade,
he was the General Chairman of the COST Action 2100 on mobile radio
communications and co-chaired the follow-up Actions IC1004 and IRACON.
In September 2018, he hosted the IEEE PIMRC, Bologna, acting as the
General Chairperson. In 2016, he co-founded an innovative start-up (IDESIO).

https://semtech.my.salesforce.com/sfc/p/#E0000000JelG/a/2R000000HoCW/8EVYKPLcthcKCB_cKzApAc6Xf6tAHtn9.UKcOh7SNmg
https://semtech.my.salesforce.com/sfc/p/#E0000000JelG/a/2R000000HoCW/8EVYKPLcthcKCB_cKzApAc6Xf6tAHtn9.UKcOh7SNmg
https://semtech.my.salesforce.com/sfc/p/#E0000000JelG/a/2R000000HoCW/8EVYKPLcthcKCB_cKzApAc6Xf6tAHtn9.UKcOh7SNmg
https://www.st.com/resource/en/reference_manual/dm00083560-stm32l47xxx-stm32l48xxx-stm32l49xxx-and-stm32l4axxx-advanced-armbased-32bit-mcus-stmicroelectronics.pdf
https://www.st.com/resource/en/reference_manual/dm00083560-stm32l47xxx-stm32l48xxx-stm32l49xxx-and-stm32l4axxx-advanced-armbased-32bit-mcus-stmicroelectronics.pdf
https://www.st.com/resource/en/reference_manual/dm00083560-stm32l47xxx-stm32l48xxx-stm32l49xxx-and-stm32l4axxx-advanced-armbased-32bit-mcus-stmicroelectronics.pdf
https://www.st.com/resource/en/reference_manual/dm00083560-stm32l47xxx-stm32l48xxx-stm32l49xxx-and-stm32l4axxx-advanced-armbased-32bit-mcus-stmicroelectronics.pdf
https://www.st.com/resource/en/datasheet/iis2dlpc.pdf
https://www.st.com/resource/en/datasheet/iis2dlpc.pdf
https://abracon.com/Precisiontiming/AB18X5-RTC.pdf
https://abracon.com/Precisiontiming/AB18X5-RTC.pdf

	Introduction
	Related Works
	System Model
	Reference Scenario
	The LoRaIN Architecture
	The LoRaIN TDMA-FDMA Approach
	Statistical Path Loss Description

	The Proposed Protocol Stack
	PHY layer: LoRa at 2.4 GHz
	Upper layer: LoRaIN
	Computation of 
	Computation of 

	LoRaIN Network Formation

	Performance evaluation
	Energy Consumption
	Success Rate
	Network Throughput
	Latency

	Results and discussion
	Conclusions
	Appendix A: Statistical path loss description
	Appendix B: LoRaIN simulator
	References
	Biographies
	Giampaolo Cuozzo
	Chiara Buratti
	Roberto Verdone


