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Information for IoNT Interface System
Yu Li, Lin Lin, Weisi Guo, Dingguo Zhang, and Kun Yang

Abstract—Molecular communication and the internet of nan-
othings (IoNTs) are emerging research hotspots recently, which
show great potential in biomedical applications inside the human
body. However, how to transmit information from inside body
IoNTs to outside devices is seldomly studied. It is well known
that the nervous system is responsible for perceiving the external
environment and controlling the feedback signals. It exactly
works like an interface between the external and internal en-
vironment. Inspired by this, this paper proposes a novel concept
that one can use the modified nervous system to communicate
between IoNT devices and in vitro equipments. In our proposed
system, nanomachines transmit signals via stimulating the nerve
fiber by the electrode. Then the signals transmit along nerve
fibers and muscle fibers. Finally, they cause changes in surface
electromyography (sEMG) signals which can be decoded by
the body surface receiver. The paper presents the framework
of this entire through-body communication system. Each part
of the framework is also mathematically modeled. The error
probability and mutual information of the system are derived
from the communication theory perspective, which are evaluated
and analyzed through numerical results. This study can pave the
way for the connection of IoNT in vivo to external networks.

Index Terms—Internet of nanothings, interface, molecular
communication, error performance, mutual information.

I. INTRODUCTION

W ITH the development of nanotechnology and biology,

the implementation of nanodevices becomes possible

[2]. Nanodevices can only perform basic tasks such as sensing,

actuation, and storage due to volume limitation. Whereas

through the communication and cooperation between nanoma-

chines, the nanonetworks can realize more advanced biomed-

ical applications such as targeted drug delivery and disease
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treatment [3], [4]. Due to high bio-compatibility and low

power consumption, molecular communication (MC) becomes

the most potential communication paradigm for nanonetworks

and has been studied intensively in recent years [5]–[8].

Actually, in many applications nanomachines also need to

communicate with devices in other networks. For instance,

in MC, a group of envisioned nanomachines cooperate to

implement some complex tasks such as targeted drug delivery,

early disease diagnosis, and health monitoring, so in vivo

nanomachines need to communicate with devices outside the

body. However, most of the current work on MC and IoNTs

is within a limited range such as the in-vivo environment.

It is still a challenge that implement an interface to transfer

information from implanted IoNT devices to external devices.

Since these nano-scale devices can not communicate directly

with electromagnetic wave based devices, it is necessary to

build such an interface. It allows the monitoring signals and

control signals to be shared between inside body devices and

outside body processing center. This research issue may be

the first step of making IoNT applications possible. It is an

important issue that future IoNT applications rely on, and it

is the supporting technology of IoNT [9].

In the literature, there are not many preliminary investiga-

tions. In [10], the authors fix a probe in blood vessels as an

interface for information exchange. The working environment

of IoNT devices is exactly the blood circulation system in the

human body. It is assumed that the probe can transmit signals

to the outside world by inducing allergic reactions on the skin

surface or emitting infrared or ultrasonic waves. However, the

authors only propose a conjecture and do not give a detailed

method to implement it.

Another interface is proposed in [11], which is an interactive

display below the skin that can realize the mutual conver-

sion between fluorescent signals and biochemical signals. It

consists of several bionanomachines which can convert the

external mechanical pressure into biochemical signals. The in

vivo nanomachines can recognize those biochemical particles.

This interface can also realize the signal transmission from

inside to outside body through the fluorescence of the display,

which may need highly complex external detection devices.

In [12], an interface based on magnetic nano-particles is pro-

posed. It is assumed that nanomachines can release magnetic

particles when they detect signal molecules. These magnetic

nanoparticles transmit signals to external devices by moving

and changing the current in the external coil. But this scheme

has a key problem reusing the magnetic particles because

of the loading capacity of nanomachines. They cannot emit

magnetic particles indefinitely. In addition, it is also necessary
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to consider that magnetic materials may have a negative impact

on the biological environment. There are also some other

proposals for instance using sweat to transmit signals [13]

and taking the advantage of quorum sensing mechanisms of

bacteria [14], such as synthesizing the fluorescent protein.

Until now, designing a suitable interface between the

nanoscale environment and the external macro world is still

an open research issue. However, we have noticed that there

is already a good paradigm in nature to solve this problem.

That is the nervous system. People can interact with the

external environment with the help of nervous system, which

contains three functions: sensory input, information integra-

tion, and motor output [15]. The corresponding interaction

process includes: perceiving stimuli, information processing,

and responding.

In the literature, there are plenty of theoretical and exper-

imental evidence which can support the proposal of using

neural pathways to transmit information. In [16], a channel

model of neuro-spike communication at nanoscale is pro-

posed and the method of extending it into a multi-terminal

nervous system nanonetwork is also discussed. In [17], the

maximum achievable transmission range and the maximum

sustainable bit rate of action potential (AP) along the nerve

are determined. Besides, two ICT-based treatment approaches

for spinal cord injuries are introduced in [18]. In [19], the

authors present experimental evidence for controlled infor-

mation transfer through in vivo nervous system. Moreover,

neurostimulation technique is used to treat disease [20]. A

novel neural stimulator is presented in [21].

Inspired by the evidence, this paper proposes that one can

use the modified neural system as a data transmission inter-

face to transmit signals between internal IoNTs and external

devices. The main contributions of this paper are:

1) We propose a novel interface system which can transmit

signals between in-vivo applications and external environment

and present the framework of the entire interface system.

2) We mathematically model every part of the proposed

framework.

3) The error probability and mutual information (MI) of the

entire interface system are evaluated and discussed from the

communication perspective.

The remainder of the paper is organized as follows. In

Section II the preliminary knowledge of neurons and nervous

system is introduced. In Section III the framework is presented

and Section IV gives the mathematical model of the proposed

interface system. The possible construction strategy of the sys-

tem framework is discussed in Section V. Mutual information

of the proposed framework is derived in Section VI. Then

Section VII presents the simulation results of our proposed

system such as error performance and mutual information.

Finally, Section VIII summarizes the main contents.

II. PRELIMINARIES

The human nervous system contains two main parts: the

central and peripheral nervous systems. The central nervous

system is the main control center of the human body which

includes the brain and spinal cord. Whereas the peripheral

Fig. 1. The basic composition of a neuron [22].

system, which is composed of all the nerves that branch

off from the brain and spine, provides a bridge between

the central nervous system and the execution system. The

peripheral system can transmit signals in two directions. The

sensory division transmits sensory stimuli in the direction

towards the brain and spinal cord. The motor division, on the

contrary, sends commands from the central nervous system to

the muscles and glands. In order to avoid affecting important

physiological activities, our system is based on the somatic

nervous system, which is a part of the motor division and

controls the movement of the skeletal muscle.

The nervous system is mainly composed of neurons. To

make better use of neural pathways, we need to understand

the mechanism of neural communication first of all. As shown

in Fig. 1, a neuron is composed of three main parts: 1)

Dendrites. They receive signals from the previous neuron and

transmit them to the soma. 2) Soma. It is also called cell body

which contains many organelles and the nucleus. 3) Axon. It

is the transmission channel of AP. Axon usually has multiple

branches at the end and each end of the branch can expand

to form a synapse. Axon is exactly the structure that conveys

signals to the next neuron. Whereas the synapse is the structure

that converts the electrical signal into a chemical signal.

Neural communication is implemented by mutual conver-

sion of electrical and chemical signals. But only electrical

impulse can be transmitted on a single neuron whose strength

and speed are usually constant [23]. The whole process of

neuron generation AP is described in Fig. 2:

1) The initial state is the resting state in which sodium-

potassium pumps, potassium channels, and sodium channels

are all closed. Since the positive ions outside the membrane is

much more than inside the membrane, it is negatively charged

inside the cell. The voltage difference between the two sides

of the membrane is called resting membrane potential, which

is about −70 mV [24].

2) Next state is depolarization. When the membrane poten-

tial reaches over the threshold −55 mV under the action of

the stimulus, the sodium channels will open (Fig. 2-2). They

allow sodium ions to come into the cell by passing through the

cell membrane. Then the intracellular negative charge can be

neutralized, which results in a net positive intracellular charge.

The maximum membrane potential can reach 40 mV.

3) The state in Fig. 2-3 is repolarization. After the peak
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Fig. 2. The process by which neuron membrane generates APs. Here, a represents sodium (Na+) ion, b denotes potassium (K+) ion, c denotes voltage-gated
sodium channel, d is voltage-gated potassium channel, and e represents sodium-potassium pump. (1) The membrane is in resting state. Now ungated ion
channels work to make the ionic current flow into and out of the cell membrane in equilibrium. (2) The membrane is in depolarization state. Under the action
of the stimulus, the voltage-gated sodium ion channel opens. As sodium ions flow into the cell, the membrane potential changes from negative potential
to positive potential. (3) The membrane is in repolarization state. After the membrane potential reaches its peak, voltage-gated sodium channels are closed,
whereas voltage-gated potassium channels open. With the outflow of potassium ions, the membrane potential returns to negative. (4) The membrane is in
refractory state. At this time, voltage-gated channels no longer or are difficult to respond to the depolarizing stimulus. Besides, the membrane potential slowly
returns to resting state as sodium-potassium pumps continuously pump in sodium ions and pump out potassium ions against the concentration gradient [22].

membrane potential, the sodium channels close and potassium

channels open, allowing potassium ions to flow into the

extracellular fluid. Then the membrane potential gradually

decreases until it is below −70 mV and the hyperpolarization

process starts when the voltage will continue to drop to about

−90 mV.

4) The last state is refractory period. The sodium-potassium

pump opens in this period, allowing Na+ and K+ ions to

return to their resting state distributions inside and outside the

membrane.

Since there are lots of voltage-gated sodium channels on

axons, local currents can trigger adjacent channels. Therefore,

APs are conveyed to the end of the axon. When the AP

gets to synapses, the vesicles stored here will fuse with

presynaptic membrane and release neurotransmitters. These

neurotransmitters will bind to receptors on the postsynaptic

neuron after they diffuse through the synaptic cleft. Through

the above process, two neurons can complete the transmission

of information.

Next, we propose the framework of our IoNT interface

system based on the existing nervous system in human body.

III. PROPOSED SYSTEM FRAMEWORK

In this section, we introduce the framework of our proposed

interface system and illustrate the whole communication pro-

cess between the in vivo IoNT devices and the outside-body

processing unit. Firstly an interface between nanomachines

and nervous system should be established. As a result, in vivo

IoNTs can upload data to the nerve fiber and transmit it out-

side the body through muscle contraction. The extracorporeal

device detects muscle contraction by monitoring and analyz-

ing surface electromyography (sEMG), thereby decoding the

information transmitted from implanted IoNTs inside the body.

The entire proposed framework is shown in Fig. 3-a. As-

sume the IoNT devices are implanted in blood vessels. These

nanomachines communicate with the base station (BS) by MC

in a single-hop or multi-hop manner. The BS is exactly the

only interface between the IoNT and nervous system. It is

responsible for integrating data from nanomachines in IoNT

and converting the data into nerve fiber stimuli in order to

transmit signals outside the body.

BS is deployed as close as possible to the nerves that need

to transmit signals and fixed on the inner wall of the blood

vessel. Consider the BS is connected to a tiny wire with an

electrode to stimulate the nerve fiber. The electrode is directly
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Fig. 3. The framework of our proposed system. In this interface system, we only consider the transfer of data from nanomachines of in-body IoNT to devices
outside the body. a) The entire composition of the proposed interface framework. The left dotted box denotes implanted IoNT devices in blood vessel. The
BS which connects an electrode, is in charge of collecting data sent from the IoNT and encoding information into a stimulating current. The stimuli sent by
the BS can generate APs on the axon. They are transmitted to the synapse via the axon, causing neurotransmitter release and finally triggering the excitement
of postsynaptic muscle cells. Extracorporeal equipment can detect changes in surface electromyography caused by muscle contraction to decode the signals
transmitted from the in-body IoNT. b) Illustration of the structure of nerve bundles in the peripheral nervous system. The peripheral nerve bundle which
looks like a cable, generally includes three layers of membranes, which are insulating connective tissue that surround axons and blood vessels and separate
them from each other. In addition, these layers can protect and support nerve fibers. c) Illustration of the motor endplate. Motor endplate, also called the
neuromuscular junction, is composed of the end terminal of motor neuron axon and the muscle fiber. It is an effector that can control muscle contraction.
There are several unmyelinated branches at the end of the axon extending to the skeletal muscle to form motor endplates. At the bottom of the figure, an
enlarged view of the neuromuscular junction is shown.

connected to the nerve fiber. In [25], [26], similar devices are

mentioned. In order to avoid affecting important physiological

activities of the nervous system, the nerves used to transmit

signals should be skeletal muscle nerves that are not frequently

used. And because the efferent nerve only transmits signals in

one direction, the stimulus signals are not transmitted to the

central nervous system such as the brain and spinal cord.

Fig. 3-b represents the membrane structures of nerve bun-

dles in the peripheral nervous system. Understanding the

composition of nerve bundles helps us to deploy stimulation

electrodes. In a nerve bundle, nerve fibers and blood vessels

are separated and supported by three layers of insulating

connective tissue membranes, which are endoneurium, per-

ineurium and epineurium. The endoneurium is the inner layer

surrounding myelin sheath of the axon. The perineurium is

the insulating membrane that forms the membrane of nerve

fascicles which contain several axons. It can selectively allow

substances to enter or leave nerve fibers. The epineurium is the

outermost layer of nerve bundles. It surrounds several nerve

fascicles [27] which finally form a complete nerve bundle. In

this paper, it is assumed that the electrode is implanted in the

nerve fascicle and can selectively stimulate one axon.

We have mentioned earlier that the BS collects data from

the IoNT and encodes the information into stimulus current.

This electric current is delivered to the electrode and induces

axons to generate APs. Next, the AP travels to the neuro-

muscular junction (NMJ) and causes neurotransmitters to be

released from the synapse. These neurotransmitters can bind

to receptors on the postsynaptic muscle cell membrane, so

the muscle fiber contracts which results in changes in the

surface electromyographic (sEMG). Considering that there is

an external device that is attached to the skin surface, it can

detect sEMG easily or at least detect changes in sEMG.

In the following section, the proposed framework is math-

ematically modeled.

IV. MATHEMATICAL MODEL OF PROPOSED FRAMEWORK

This section presents the mathematical model of our pro-

posed interface system.

The main signals flow in this interface system are defined

as: bits sent from in vivo IoNT devices which are collected by

the BS x ∈ {0, 1}, the stimulating current which is encoded
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TABLE I
TYPICAL VALUES FOR MODEL PARAMETERS

Parameter Value

resistivity of extracellular matrix ρe 300Ω·cm [28]

neuron resting potential Vr -80 mV [29]

axon diameter da 20µm [28]

membrane capacitance cm 2µF/cm2 [28]

nodal gap width l 2.5µm [28]

length between two nodes L 2 mm [28]

axoplasm resistivity ρi 110Ω·cm [28]

conductance for sodium gNa 1445 kΩ−1cm−2 [29]

maximum conductance for leakage currents gL 128 kΩ−1cm−2 [29]

equilibrium membrane potentials for sodium VNa 115 mV [29]

equilibrium membrane potentials for leakage ions VL -0.01 mV [29]

neural action potential threshold Vh -55 mV

muscle fibers’ action potential threshold Vmth -50 mV [30]

diameter of the muscle fiber dm 25µm [31]

conductivity of the intracellular axoplasm σa 1.01 mho/m [31]

muscle fiber conduction velocity v 5 m/s [32]

radial conductivity of the external medium σr 0.063 mho/m [32]

axial extracellular conductivity σz 0.33 mho/m [32]

by the BS and sent to the electrode A(t), extra-membrane

potential after stimulation V0, membrane potential at the nth

node of Ranvier Vn, the total number of neurotransmitters

released at one time Q, amount of neurotransmitters that bind

to receptors on the postsynaptic muscle membrane Qa, the

endplate membrane potential caused by the combination of

neurotransmitters Vep, AP transmitted on the muscle fiber

Vmu, sEMG signal Vs, and decoded bits at the receiver x̂. In

the following, the mathematical relationships of these signals

are introduced. Some typical values in the literature for model

parameters are summarized and shown in Table I.

In this paper, we apply OOK modulation scheme at the BS.

The stimulating current sent by the BS is defined as

A(t) =

{

I, x = 1

0, x = 0,
(1)

where A(t) denotes the electric current, and I is the stimulus

signal when bit “1” needs to be transmitted from the BS.

Here the stimulation current I can be any microcurrent that

is physiologically reasonable and can induce action potentials,

such as currents of micro stimulators in medical applications

that require selective stimulation of nerves [33].

Next, the electric current A(t) is delivered to neuron axon

by a point electrode. Here we ignore the effects caused by non-

linear factors such as the impact caused by connective tissue

and the anisotropy of nerve fibers. So the extra-membrane

potential V0 is defined as [28]

V0 =
ρeI

4πde
, (2)

where I is the stimulation current in (1), ρe is resistivity of

extracellular matrix, de is the distance between the membrane

and the electrode. Since the nerve fiber in our system is

myelinated, we adopt the myelinated cable equation proposed

by McNeal. The membrane potential at the nth node of

Ranvier (gap between two myelin-sheaths), denoted as Vn,

is formulated as

Vn = Vi,n − Ve,n − Vr, (3)

where Vi,n is the intracellular potential at node n, Ve,n is

the extracellular potential. Vr denotes the resting potential of

this neuron axon, which is usually -80 mV [29]. Besides, the

variation of membrane potential dVn

dt , can be defined as [28]

dVn

dt
=

1

cm
[
da

4ρi
(
Vn−1 − 2Vn + Vn+1

lL
+

Ve,n−1 − 2Ve,n + Ve,n+1

lL
− iion,n)],

(4)

where da is the diameter of the axon in the myelin sheath, cm
is membrane capacitance per unit area, l is the width of nodal

gap, n is the sequence number of the node, L is the length

between two nodes, which is proportional to axon diameter,

ρi is axoplasm resistivity, iion,n is the ionic current at the

nth segment according to CRRSS model mentioned in [29].

Typical parameter values for relevant models in the literature

are given in Table I.

When the AP is transmitted from the last node n to the

synapse at the end of the axon, synaptic vesicles in the

presynapse may fuse with presynaptic membrane and release

neurotransmitters into the synaptic cleft. Define this fusion

probability as pr and the amount of neurotransmitters released

into synaptic cleft as Q′. If this number is influenced by the

membrane potential Vn at node n, it is presented as

Q′ = fs(Vn) =

{

Q, Vn ≥ Vh

0, Vn < Vh,
(5)

where fs(x) denotes the relationship between Q′ and Vn.

Neurotransmitters will be released when Vn is larger than the

action potential threshold Vh, which is approximately -55 mV.

So fs(·) can be regarded as a decision function. Further, it is

assumed that the amount of neurotransmitters in each vesicle

is the same, which is based on experimental observations and

hypotheses in [34], [35]. The number of neurotransmitters is

represented as Nn. There are nv vesicles in readily releasable

vesicle pool. According to the central limit theorem, the

expectation of the amount Q of neurotransmitters actually

released follows Gaussian distribution. We have

EQ ∼ N(µ, σ2), (6)

where µ and σ2 are expressed respectively as

µ =prNnnv,

σ2 =pr(1− pr)Nnnv.
(7)

The released neurotransmitters diffuse across the synapse

cleft and finally bind to receptors in muscle membrane. We

define the binding amount of neurotransmitters as Qa, which

is a random variable. Here we adopt a model about hitting

probability of the neurotransmitter mentioned in [36] which is

defined as

F (t) =
r

d+ r
erfc(

d√
4Dt

), (8)

where t is the time, r is the receiving radius of the postsynaptic

membrane which is regarded as a receiver, d is the distance of
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synaptic cleft, D denotes the diffusion coefficient of synap-

tic cleft medium, erfc(·) denotes the complementary error

function. Although there are more accurate models specifically

for synaptic channels in the literature [37], [38], in order to

facilitate modeling, we chose not to consider the geometry of

the synaptic channel, and only model the basic communication

process of the neuromuscular junction.

In this model, it is assumed that whether a single neurotrans-

mitter binds to the postsynaptic membrane receptor follows

the binomial distribution of the parameter F (t). Since Q is

usually greater than 100, it can be considered that Qa obeys a

Gaussian distribution, and its mean and variance are denoted

as Q ·F (t) and Q ·F (t)(1−F (t)) respectively [39]. Here we

only focus on a single symbol. In fact, the symbol sequence

previously transmitted will also affect Qa. In the next section

we will consider inter-symbol interference (ISI) for the symbol

sequence to calculate mutual information.

The binding of neurotransmitters to receptors on the postsy-

naptic muscle membrane will cause changes in muscle mem-

brane potential. This membrane potential is called endplate

membrane potential Vep, which is defined as

Vep = fm(Qa). (9)

During the depolarization process before the action potential

is generated, we simplify the relationship fm(·) to a linear

relationship [34], [35]. This is because the postsynaptic mem-

brane is depolarized in a graded manner [34]. The size of the

blip is fixed due to the fixed size of the quantum (vesicle),

which means the underlying assumption that the impact of

each neurotransmitter had on the postsynaptic membrane po-

tential is the same. So it is reasonable that the postsynaptic

membrane potential is assumed proportional to the number

of neurotransmitters bound to it if action potentials are not

considered.

Vep is the decisive factor affecting the on-off state of

voltage-gated ion channels. These ion channels can cause

changes in the membrane potential of muscle fiber to generate

muscle APs Vmu, which is the same as the principle of APs

generated by neurons. This behavior can be expressed as

Vmu =

{

Vmu const, Vep ≥ Vmth

0, Vep < Vmth,
(10)

where Vmu const is a constant waveform which is independent

of stimulation strength. Vmth is the threshold for muscle fibers

to generate APs. In the literature, its value is -50 mV [30].

AP transfers from postsynaptic membrane in NMJ to both

sides along with the muscle fiber, which can be regarded as a

current source. It can form a time-varying potential distribution

on the skin surface. This is the principle of sEMG generation.

Combining the spatial distribution of action potentials on

muscle fibers, the action potential denoted as Vmu const in (10)

can be expressed as

Vm(z) = A(λz)3e−λz −B, (11)

where A = 96mV is the amplitude of the action potential and

B = 90mV represents the resting membrane potential of the

muscle fiber. These parameters are adopted in the reference

Fig. 4. Coordinate position representation of sEMG model [31]. The y-axis
coordinate represents the depth of muscle fiber compared to the skin surface.
The z-axis coordinate represents the horizontal distance from the external
measuring electrode to the NMJ. fa(x, y, z) is the attenuation function of
the SFAP.

paper [40]. λ is a scale factor expressed in mm−1, its value

can be selected as 1. z is the distance along the muscle fiber

from NMJ to the recording site as shown in Fig. 4.

The current distribution Im is proportional to the second

derivative of Vm, which can be expressed as

Im(z) = C
d2Vm(z)

dz2

= CAλ2(λz)[6− 6λz + (λz)2]e−λz.

(12)

C is a proportionality constant which is formulated as

C =
d2mσaπ

4v2
, (13)

where dm is the diameter of the muscle fiber. σa is the

conductivity of the intracellular axoplasm. The conduction

velocity of AP is denoted as v.

Reference [40] modeled the two action potentials which

travels in opposite directions as two current tripoles. The

propagation of the action potential from the muscle fiber to

electrodes on the skin, is modeled as the propagation process

of the current source in the volume conductor. In this paper, we

use an attenuation function to represent the influence of human

tissue during the transmission process [31]. This attenuation

function is related to many factors, such as the distance

between muscle fibers and electrodes, tissue conductivity and

the radius of the muscle fiber. The expression is given as

fa(x, y, z) =
1

4πσr

1
√

z2 + σz

σr

[y2 + x2]
, (14)

where σr represents the radial conductivity of the external

medium and σz is the axial extracellular conductivity. x, y, z

is the coordinate of the electrode from the depolarization point

of the muscle fiber. z is the distance along the fiber and y is

the depth of the fiber from the skin surface.

In medicine, a motor neuron and its associated muscle fibers

are called a motor unit (MU). The summation of the single-

fiber action potentials (SFAPs) is called the motor unit action

potential (MUAP). In general, we consider that the SFAPs in
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the same MU fire simultaneously [41]. In practical applica-

tions, the recording of sEMG may contain multiple MUAPs.

Fortunately, various techniques have been used to decompose

composite sEMG signals. For our proposed framework, only

one MUAP is used. The sEMG signal is formulated as

sEMG = Km · fa(z) · Im(z) + ns, (15)

where Km represents the number of muscle fibers contained

in the MU and ns is the noise. Considering that we only need

to make a decision based on the sEMG signal in each time

slot, so we only take the peak value of the sEMG signal in

each time slot. If using bipolar surface electrodes, the sEMG

signal can be described as

sEMG = sEMG(zA)− sEMG(zB), (16)

where zA and zB are two different locations of the electrodes.

The sEMG signal is finally decoded at the external receiver.

Since we use the OOK modulation scheme at the transmitter,

we only need to determine whether the sEMG signal changes.

When the sEMG signal changes greatly, for instance, greater

than a threshold, it decodes to bit “1”. The decoding strategy

of the receiver is

x̂ =

{

bit “1”, Vs ≥ Vth

bit “0”, Vs < Vth,
(17)

where Vth is the decision threshold and x̂ is recovered infor-

mation.

V. FEASIBILITY ANALYSIS

Usually, in the literature such as in the molecular com-

munication field, it is assumed that the nanomachines in the

IoNT can perform some tasks, such as encoding and decoding

signals [36] [42]. These envisioned nanomachines can also per-

form some complex tasks by cooperation. However, it is right

due to technical limitations, now we are still a few steps behind

the Feynman-type nanorobots and performing intelligent and

sophisticated functions need for further advances in many

disciplines and research fields such as nanotechnology [43]. Of

course, there is also some research work to provide ideas for

the potential construction of these systems, such as synthetic

biology based biological structures and nanomaterial-based

methods [44].

For the base station in this paper, its implementation

can also follow the same route as mentioned in [44]. For

example, the base station must have both transmitting and

receiving functions so that it can receive and then transmit

the information from the nanomachines in IoNT to the neural

channel. For the receiving function, the base station must

contain three modules: the sensor module which is responsible

for sensing signal molecules from other nanomachines; the

transducer module which transforms the biological signals to

some processable signals like electric signals; the processing

module which decodes the received signals. For the transmit-

ting function, this base station is similar to a traditional trans-

mitter. It contains two main modules: the processing module

which encodes information from IoNT as stimulus current;

the stimulator module which implements the stimulation of

the neuron.

There are many related studies in the literature for construct-

ing these modules. For example, field effect transistor (FET)-

based biosensors (bioFETs) can be used as the interface with

the nanomachines in IoNT [44]–[46]. The bioFETs can realize

electrical sensing which contain biosensors and transducers.

We can use the biosensor based on natural receptor proteins,

artificial single-stranded DNAs, and RNAs as the sensor

module. And their sizes are small enough to be used in a

nanomachine which is justified in the literature [44], [47], [48].

Then for the transmitting module in the base station, it can

be implemented follows the way to design the implementable

microstimulator as described in the literature [49]. Micro

stimulators have attracted attention for a long time, and there

are already quite a few applications of micro stimulators in

medicine for the treatment of various diseases such as shoulder

subluxation in poststroke pain, overactive bladder, and refrac-

tory headaches. Although there are still many challenges in the

development of micro stimulators, it still has great potential.

And the technical development and commercial interest may

also accelerate its development.

Combining the micro stimulator with an electronic biosen-

sor completes the main function of the base station. This

is currently the most likely way to achieve it. From the

aforementioned research of biosensors and microstimulators

in the literature, it can be seen the possibility of constructing

the BS in the paper. As long as the above technologies are

mature enough, the current technical challenges may not be

unsolvable in the future. It is also worth mentioning that the

BS in this paper is not necessarily a nanomachine, because

it performs the complex function of integrating information

from IoNT and performing neuromodulation. It is difficult to

accomplish by a single nanomachine.

VI. MUTUAL INFORMATION FOR PROPOSED SYSTEM

The mutual information (MI) of two random variables X

and Y is a measure of the inherent dependence between them.

From the perspective of the whole communication system,

mutual information represents the reduction of the uncertainty

of the entire system after communication. Intuitively, it mea-

sures the information shared between X and Y . That is, when

the value of one random variable is known, the amount by

which the uncertainty of another random variable is reduced.

If X represents the information sent by the transmitter and

Y represents the information received by the receiver, the

mutual information between X and Y is closely related to

the statistical characteristics of the channel.

In information theory, the amount of information carried

in the message depends on its surprising degree. The entropy

is the measure of “surprise” inherent in the variable’s pos-

sible outcomes. If an event is likely to happen, then it is

not surprising when it happens as expected. Therefore, such

messages carry almost no new information. The definition of

mutual information is related to several information entropies.

Specifically, marginal entropies H(X) and H(Y ) represent

priori uncertainty of X and Y . After communication, X
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and Y establish a certain dependency through the channel.

H(X)−H(X|Y ) represents the information shared by these

two random variables, that is I(X;Y ). H(X|Y ) is the channel

equivocation. It indicates the uncertainty that still exists for

the random variable X after receiving the variable Y . It also

represents the information lost in the channel. In this section,

the mutual information of our proposed system is derived.

It can be seen from the action potential model in Section IV

that the shape of the action potential at each node of Ranvier

is the same. Axons can be regarded as highly reliable ideal

channels. We presume the axon as an ideal channel without

noise. Therefore, the input signal at the nerve fiber is also the

input of the synaptic communication channel. In this paper, we

ignore the neurotransmitter binding and releasing mechanism

at the postsynaptic membrane and model the postsynaptic

membrane as a perfectly absorbing receiver. Only a single

nerve impulse denotes one transmitted symbol. When the

symbol interval ts is small, the previously transmitted symbols

will cause inter-symbol interference. For example, there may

be neurotransmitters released from previous time slots in the

channel. Consider a symbol sequence {xi, i = 1, 2, 3, . . .}
from BS, where i denotes the number of time slot. Let Qi

a

denote the number of neurotransmitters absorbed in ith time

slot. Thus, Qi
a can be expressed as

Qi
a(t) =Qi +QISI

=QxiF (ts) +

i
∑

k=2

Qxi−k+1{F (kts)− F ([k − 1]ts)}.

(18)

Q is the number of the released neurotransmitters for the

symbol “1”. F (t) is hitting probability in (8), which expresses

the fraction of signal molecules absorbed by receptors at

the postsynaptic membrane. Hitting probability is actually the

time integral of the hitting rate which is the channel impulse

response (CIR) for the synaptic MC channel. The expressions

are

F (ts) =

∫ ts

0

fhit(x)dx,

fhit(t) =
r

d+ r

1√
4πDt

d

t
· e− d

2

4Dt ,

(19)

where fhit(t) denotes the hitting rate of neurotransmitters.

Other parameters have the same meaning as in (8).

Qa(t) contains the neurotransmitters released at current time

interval Qi for symbol xi and the remainder neurotransmitters

QISI of the previous symbols. This number of molecules

bound with the receiver follows Gaussian distribution [50].

Thus,

Qi
a ∼ N(µi, [σ2]i). (20)

The expectation and variance of this Gaussian distribution are

µi =Q

i
∑

k=1

pkxi−k+1,

[σ2]i =Q

i
∑

k=1

pk(1− pk)xi−k+1,

(21)

where Q is the number of neurotransmitters released into

the cleft for the bit “1” in one time slot. Here we take the

expectation value prNnnv in (7). pk is the hitting probabilities

of neurotransmitters in kth time slot from the time when the

neurotransmitter is released. pk can be calculated as follows

[39]

pk =

{

F (ts), k = 1

F (kts)− F ([k − 1]ts), k > 1,
(22)

where ts denotes the duration of the time slot. Because the

transmitter and receiver are static in synaptic communication,

(µi, [σ2]i) in each time slot remains the same.

We assume that ISI mitigation technique is used to mitigate

its impact on the number of neurotransmitters received at the

receiver [51]. Therefore, the expected number for bit “1” and

bit “0”, denoted as µ1 and µ0 respectively, can be expressed

as

µ1 =QF (ts),

µ0 =0.
(23)

It is noticed that the distribution of received signal molecules

at the receiver for bit “0” obeys the Gaussian distribution

with a mean value of 0. From a practical point of view, it

is impossible for the receiver to receive a negative number of

signal molecules. We can avoid this problem by changing the

modulation method at the transmitter. However, in the previous

section of this paper, we have selected the OOK modulation

method. So we temporarily ignore this problem and still use

this Gaussian distribution to calculate its mutual information

during the simulation.

The influence of ISI on the variance of the number of neu-

rotransmitters received cannot be eliminated [52]. Assuming

the probabilities of BS sending bit “1” and bit “0” are p1 and

p0 respectively. Thus, variance for bit “1” and bit “0”, denoted

as σ2
1 and σ2

0 respectively, can be expressed as

σ2
1 =QF (ts)(1− F (ts)) + p1Q

i
∑

k=2

pk(1− pk),

σ2
0 =p1Q

i
∑

k=2

pk(1− pk).

(24)

In Section IV, we introduced that the release of vesicles is

random. We regard this randomness as noise of the channel

with zero mean and variance expressed as

σ2
c = pr(1− pr)Nnnv. (25)

Then the probability model of the number of neurotransmitters

received by postsynaptic membrane updates to the superim-

posed distribution of two independent Gaussian distributions.

The expectations remain the same for the two symbols and

the two variances are updated to

σ2
1 =QF (ts)(1− F (ts)) + p1Q

i
∑

k=2

pk(1− pk) + σ2
c ,

σ2
0 =p1Q

i
∑

k=2

pk(1− pk) + σ2
c .

(26)
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With these parameters we can get the probability density

function (PDF) of received neurotransmitters in the ith time

interval for these two symbols.

In (9) the relationship between endplate membrane po-

tential and the number of neurotransmitters are defined as

linear. From Section IV, it is known that when the position

of electrodes is fixed on the skin surface, the relationship

between sEMG and Vm(z) can be seen as determinate without

considering the unsystematic error. Thus, we detect signal by

comparing the number of received neurotransmitters, denoted

as yi, to a threshold, denoted as yth. The detected symbol at

the receiving end of the system can be expressed as

ŷ =

{

bit “1”, yi ≥ yth

bit “0”, yi < yth,
(27)

The error probabilities of each symbol are [52]

Pxy(1|0) =
∫ +∞

yth

1√
2πσ0

exp[
−(yi − µ0)

2

2σ2
0

]dy

=fQ(
yth − µ0

σ0

),

Pxy(0|1) =
∫ yth

−∞

1√
2πσ1

exp[
−(yi − µ1)

2

2σ2
1

]dy

=1− fQ(
yth − µ1

σ1

),

(28)

where fQ(·) is the Q function. The bit error probability for

the synaptic channel, denoted as Pe, then can be presented as

Pe = p1Pxy(0|1) + p0Pxy(1|0). (29)

In order to calculate mutual information we need the joint

probabilities which are derived as

p(0, 0) = p0(1− Pxy(1|0)),
p(0, 1) = p0Pxy(1|0),
p(1, 0) = p1Pxy(0|1)),
p(1, 1) = p1(1− Pxy(0|1)).

(30)

In addition, the marginal probabilities are needed

p(x) = p(x, 0) + p(x, 1),

p(y) = p(0, y) + p(1, y).
(31)

Then, we can calculate the mutual information by

I(X;Y ) =
∑

y∈Y

∑

x∈X

p(x, y) log
p(x, y)

p(x)p(y)
. (32)

Here, X denotes the random variable at the transmitter, and

Y denotes the random variable at the receiving end of the

system.

VII. NUMERICAL RESULTS

In this section, the error probability and mutual informa-

tion of this interface system is evaluated by MATLAB. The

relationship between error probability and some important

parameters, such as diffusion coefficient, synapse membrane

distance and decision threshold, are investigated. The impact

TABLE II
SIMULATION PARAMETERS

Parameter Value

Diffusion coefficient D 4 × 10
−12–2.5 × 10

−10 (m2/s) [53]

Synapse membrane distance d 10–60 (nm) [54]

Symbol interval ts 0.2–1.8 (ms) [37]

Released neurotransmitters Q 9500-20000 [37] [55]

Decision threshold 0–600

Symbol probability of bit “1” p0 0.1–0.9

Fig. 5. The relationship between diffusion coefficient and error probability
when the distances of the synaptic cleft are different.

of these parameters on the mutual information is also pre-

sented. Simulation parameters are shown in Table II.

The relationship of distance, diffusion coefficient, and error

probability Pe is shown in Fig. 5. Here we define Q in (5)

as 10000 when an AP is transmitted to the synapse. We

choose symbol intervals equal to 1 ms. From (9) and (10),

it can be seen that the number of neurotransmitters bound

to receptors is directly related to whether the postsynaptic

muscle fiber is activated. Define the threshold as Qa = 200.

The distances between synapse membranes are from 10 nm to

50 nm. Considering that there may be neurotransmitters from

the last AP transmission but not cleared in time in the synaptic

cleft, the inter-symbol interference influence is considered.

Assume that ISI effect lasts for four bit intervals which is

1 ms for each one. Moreover, the probabilities of sending bit

“1” and bit “0” are all 0.5 at the BS. The receiving radius r

is 6 nm.

From Fig. 5, we know that Pe decreases as D increases. It

is because the increase of D leads to the decrease of d√
4Dt

.

erfc(·) is a monotonically decreasing function, thus, F (t) will

increase as the increase of D. Then more neurotransmitters

will reach the postsynaptic membrane, producing a further

larger Vep. A larger Vep is more likely to trigger muscle

fiber AP, which will eventually generate sEMG and allow the

receiver to detect the transmitted signal.

It is also obvious that as d increases, Pe increases. This is

because the increase of d leads to the decrease of F (t). Fewer

neurotransmitters arrive at postsynaptic membrane which leads
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Fig. 6. The relationship of the error probability and decision threshold at the
receiver for different synapse membrane distances.

to smaller Vep. So it is more difficult to cause muscle fibers to

generate APs, which ultimately makes the receiver relatively

unlikely to detect the transmitted signal.

In Fig. 6, the impact of threshold and distance between

the presynaptic membrane and the postsynaptic membrane on

the error performance is presented. According to the synap-

tic physiological data, we set the distance between synapse

membranes from 20 nm to 50 nm [54]. It is defined that

Q in (5) is 20000 when an AP travels on the axon. The

diffusion coefficient is set as 6×10−11 m2/s [53]. It can be

seen from curves that the choice of the threshold has a great

impact on the performance of the system. When the other

parameters are stable, there is an optimal decision threshold

to make the system error probability the lowest. However,

the distance between the membranes determines the lowest

possible level of system error probability. Mutual information

with respect to the threshold is also investigated which is

shown in Fig. 7. It shows the opposite trend to the error

probability curve. When the appropriate threshold is selected,

the error probability decreases whereas the mutual information

increases with respect to the decrease of membrane distance.

Fig. 8 and Fig. 9 show the impact of diffusion coefficient,

synapse distance and symbol interval on the mutual informa-

tion. When diffusion coefficient increases, mutual information

shows a rising trend. The reason is similar to the reason for

the decrease of error probability mentioned in Fig. 5. In Fig.

9, it is noticed that the MI increases with increasing symbol

interval. The reason can be inferred from (18) and (19). In the

presence of ISI, increasing the symbol interval can reduce ISI,

thereby increasing the amount of information transmitted and

increasing mutual information.

In Fig. 10 and Fig. 11, the impact of symbol probability,

distance of synapse membranes, and the number of molecules

released on the mutual information is investigated. It is obvious

in Fig. 10 that the mutual information increases as the distance

decreases. In addition, it can be seen from Fig. 11 that when

the number of neurotransmitters released by the nerve terminal

increases, the error probability decreases and the mutual infor-

mation increases. It is also noticed that the mutual information

Fig. 7. The relationship of the mutual information and decision threshold at
the receiver for different synapse membrane distances.

Fig. 8. The relationship of the mutual information and diffusion coefficient
for different synapse membrane distances.

Fig. 9. The relationship of the mutual information and diffusion coefficient
for different symbol intervals.
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Fig. 10. The relationship of the mutual information and symbol probability
for different synapse membrane distances.

Fig. 11. The relationship of the mutual information and symbol probability
for different number of neurotransmitters released for one nerve impulse.

curve is not symmetric about p0 = 0.5. For example, for the

first three curves on Fig. 10, IXY at p0 = 0.1 is larger than

that at p0 = 0.9. However, for the two curves below in Fig.

10, the mutual information at p0 = 0.1 is smaller than that

at p0 = 0.9. This is because for the different distances, the

optimal thresholds are different. In this simulation we set the

threshold fixed as Qa = 130. As the distance increases, µ1

at the receiver decreases. Therefore, the selected threshold

gradually approaches µ1, so that Pxy(1|0) > Pxy(0|1) be-

comes Pxy(1|0) < Pxy(0|1). Hence, for the first three curves

if p0 = 0.9, more bit “0” are transmitted, the error probability

increases and mutual information decreases than p0 = 0.1.

The impact of ISI on mutual information is shown in Fig.

12. It can be seen from the figure that the larger the length

of the ISI, the smaller the mutual information obtained. The

reason is obvious. The increase in ISI can increase the value

of σ2
1 and σ2

0 in (26), thereby increasing the error probability

and reducing the mutual information.

Fig. 12. The relationship of the mutual information and symbol probability
with different ISI length.

VIII. CONCLUSION

In this paper, we propose a novel through-body communi-

cation system which is used as an interface between in-vivo

IoNT and external devices. Inspired by neural communication

and the way organisms interact with the environment, we

propose that the neural pathway can be used to transfer signals

sent by MC nodes to extracorporeal networks through electric

stimulation. The framework of the entire interface system

and corresponding mathematical model are introduced. Mutual

information of this system is derived in the paper. The error

performance and mutual information are evaluated. This study

will pave the way for the connection of IoNTs in vivo to

external networks. Future work would focus on experiments

on living animal bodies.
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