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Abstract—With the rapid development of mobile comput-
ing, mobile-edge computing (MEC) has increasingly become an
essential means to meet the computing power requirements of
intelligent networked vehicles. However, users with high mobility
and coupled dynamics are rarely considered in the edge comput-
ing paradigms. In this article, we studied a UAV-assisted MEC
system with multiplatoon vehicles. Our article aims to maximize
the system’s weighted global energy efficiency, which can flexibly
adjust each vehicle’s energy consumption according to user pref-
erences and system needs. In particular, we design a controller
for platooning vehicles based on a 2-D path-following model and
Frenet frames, and model the coupled characteristics of air-to-
ground communications and onboard computation. Furthermore,
due to the nonconvexity of the objective function and constraints
of the optimization problem, we propose an optimization algo-
rithm based on the sequential quadratic programming (SQP)
method. The simulation results show that the proposed method
significantly surpasses conventional schemes.

Index Terms—Energy efficiency, mobile-edge computing
(MEC), unmanned aerial vehicle (UAV), vehicle platooning.

1. INTRODUCTION
A. Background

ITH the development of V2X communication tech-
Wnologies and the applications of Al-based algorithms,
intelligent and networked platooning vehicles are increas-
ingly becoming an essential means to improve road utiliza-
tion efficiency and alleviate congestion [1]. Therefore, they
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are considered to be a critical part of the future intelli-
gent autonomous transportation systems. However, vehicle
information exchange, which is necessary for stable and effi-
cient control of vehicle platoons, requires the assistance of
a high-stability and low-latency network. Furthermore, con-
sidering the intelligent autonomous driving assistance of a
platoon, there is a contradiction between the requirements
of the computation-intensive, delay-sensitive tasks and lim-
ited computation resources of vehicles. Applications ranging
from advanced driving assistance services, such as multisource
heterogeneous data fusion, perception of the surrounding
traffic conditions, and driving decision making to in-car enter-
tainment services like virtual reality video games urgently
need assistance from external computing platforms [2]-[4].
Therefore, advanced communication and auxiliary computing
technology will greatly promote the realization of intelligent
autonomous transport systems.

Currently, existing connected vehicles’ communication
devices and networking capabilities are insufficient to meet
the aforementioned requirements. Fortunately, the vision of
Beyond-5G/6G provides us with a spacial wireless network
alternative, including terrestrial, air-to-ground (A2G), or spa-
cial networking. When facing specific scenarios, such as
disaster relief situations or destroyed area connectivity, the
A2G network is an encouraging and reliable means. Mobile-
edge computing (MEC) is a promising paradigm to provide
computing resources [5]-[7], and the users can place it on
unmanned aerial vehicles (UAVs) to enhance the imple-
mentability [8]-[10]. Thus, UAVs equipped with MEC capa-
bility play a role as network infrastructure providers. The
UAVs and platooning vehicles can form A2G vehicular
network systems to provide computation and communica-
tion services to users. Users can offload their computationally
intensive tasks to the MEC servers, which dramatically short-
ens the calculation time and improves users’ quality of expe-
rience. Therefore, it is relevant to investigate further the MEC
resources’ management and the A2G network cooperation.

Although the UAV-to-vehicles communication and computa-
tion system is regarded as a practical idea to promote the appli-
cation of intelligent autonomous transport systems [11], [12],
there are some challenges to be settled because of the con-
strained resources and complex dynamics of 2-D platooning
vehicles. Specifically, the connected vehicles work as task
providers for the flying MEC node and terminal users of A2G

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/


https://orcid.org/0000-0001-5931-8310
https://orcid.org/0000-0002-8588-7266
https://orcid.org/0000-0001-7796-5650
https://orcid.org/0000-0001-5331-6162
https://orcid.org/0000-0003-2143-4003
https://orcid.org/0000-0002-4140-287X

DUAN et al.: WEIGHTED ENERGY-EFFICIENCY MAXIMIZATION

cooperative networks in the MEC system, whose high mobil-
ity and mutually influenced 2-D dynamics are coupled into
the communication channel. As a result, the system is more
complex and costly to solve. Another challenge is the limited
onboard energy of the UAV, and the operating time of the
UAV is severely restricted by the energy it carries. Thus, the
limited energy needs to be well scheduled by optimizing com-
munication and computation resources to improve the energy
efficiency of MEC service to guarantee the quality of service
(QoS) of the UAV-enabled MEC system.

B. Related Works and Motivation

MEC with the implement of UAV networks has been widely
investigated from the perspective of resource scheduling and
UAV trajectory design [6], [13]-[17]. For example, [14]
and [15] have studied the scenario that UAVs equipped with
MEC servers provide edge computing services to fixed users.
Furthermore, the maximization of the system-wide computa-
tion rate [14] and communication energy consumption [15] is
constructed as objective of the resource allocation problems,
respectively, through the joint optimization of the system’s
communication and computing resources and the trajectory
of the UAV. Differently, Zhang et al. [16] have considered
mobile users in UAV-assisted MEC systems, which are defined
as pedestrians with a predetermined trajectory and low mobil-
ity. Liu er al. [13] have further considered 1-D connected
vehicle platoons, and jointly scheduled transmission power,
communication, and computation time allocation scheme to
maximize computing rate. A modified sequential quadratic
programming (SQP) algorithm is applied to efficiently solve
the nonconvex problem. The offloading ratio of users’ com-
puting tasks and trajectory of the UAV are jointly optimized to
maximize a linear function that includes calculation delay and
energy consumption in [16]. Besides, users with high mobility
like connected vehicles are introduced in UAV-aided vehicular
networks in [17]. The communication resources, such as trans-
mission power and time allocation scheme, are optimized to
the system’s overall energy efficiency [17]. However, to face
the big wave of intelligent connected vehicles [18], [19], the
2-D dynamic characteristics of intelligent vehicle platoons and
their impact on G2A communication channels and onboard
computing need to be jointly investigated.

The resource scheduling of swarm of intelligent connected
vehicles has been extensively studied as a promising approach
to improve road safety and traffic efficiency [20]-[24]. Peng
and Shen [20] jointly optimized the computing resources,
spectrum allocation, and vehicles’ cache amount through a
multiagent deep deterministic policy gradient (MADDPG)-
based method, where the number of offloaded tasks is
constructed as the system objective. Mei et al. [21] have
scheduled the radio resource allocation in the LTE-V2V
network in order to minimize vehicle platoon’s tracking error.
Hegde er al. [22] have scheduled 3GPP radio and vehi-
cle mobility management to improve vehicular networks’
QoS. Differently, Hegde et al. [24] optimized time and sub-
channel allocation scheme to improve the QoS of vehicular
networks based on sidelink group scheduling and mobility for
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platoons. In [23], radio resource management is considered to
maximize a holistic reward function for the group’s collec-
tive success based on the multiagent reinforcement learning
(MARL) approach. In these representative works [21]-[23],
resource scheduling in vehicular networks has been exten-
sively researched to enhance the vehicle platooning strategy’s
effectiveness and reliability or vehicular network quality, while
the computing ability of the vehicle platoon is often assumed
to be sufficient. These scenarios are not practical when the
vehicles need to handle computation-intensive, delay-sensitive
tasks. Thus, MEC needs to be introduced to assist vehicle
platoon in computing, and the impact of vehicle mobility on
communication and computation resource allocation needs to
be jointly considered.

Constrained by the limited battery energy and QoS require-
ments, a performance metric named computation efficiency is
defined as the objective of the resource allocation problem of
UAV-enabled MEC systems. Sun et al. [25] and Zhou et al. [26]
have defined computation efficiency as the computed data (bit)
divided by the energy consumed by the computation process
(Joule). Sun et al. [25] have jointly optimized the transmission
power, communication time and MEC frequency to maximize
computation efficiency with the help of iterative and gradient
descent methods. Zhou et al. [26] have also aimed at optimizing
the energy harvesting time, the local computing frequency, the
offloading time, and the power to maximize the computation
efficiency. In addition to computation efficiency, energy effi-
ciency is mostly defined as the ratio of offloaded data to the
system’s energy consumption [27]. Li et al. [27] have maxi-
mized the energy efficiency of the UAV and jointly optimized
the offloading of the computing task and the UAV trajectory
based on the Dinkelbach algorithm and the successive convex
approximation (SCA) technique. Wu et al. [28] have proposed
a three-layer computation offloading strategy combining the
UAV position optimization and the long short-term memory
(LSTM)-based task prediction algorithms to maximize the
energy efficiency of the UAV-enabled MEC system. However,
existing works [17], [25]-[30] mostly take the direct addition
of computed data (bit) and energy consumption as the com-
ponent of objective function, while it is necessary to consider
environmental factors or user preferences in the optimization
objective for actual application scenarios.

C. Contributions

It can be seen from the related works mentioned above
that few research have focused on the resource scheduling
of the UAV-assisted MEC system with vehicles in a 2-D
multilane platoon as end users. User’s preferences in energy
consumption are rarely considered in the system performance
metric. Toward this end, this article investigates a new UAV-
assisted MEC system for multiplatoon mobile users, aiming
to maximize a weighted energy efficiency of MEC service
as performance metric. Specifically, a UAV acts as an MEC
node and multiplatoon vehicles are mobile terminal users
in the MEC system, in which the characteristics of vehicle
dynamics are integrated into the G2A communication channel.
In order to reflect user preferences and system requirements
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Fig. 1.

Typical application scenario of the UAV-MEC assisted turning for-
mation vehicles system. The total service time of each vehicle is the sum of
communication and calculation times.

on energy consumption in system performance metric, we
adjust the energy component of the system energy efficiency.
Communication resources are optimized to maximize it. The
main contributions of this article are summarized as follows.

1) We formulate a UAV-enabled MEC network system for
multiplatoon vehicles. First, we establish a 2-D stable
vehicle formation steering model by simulating the driv-
ing behavior of human drivers. Then, its effect on G2A
communication and task offloading is integrated into
the system model. Furthermore, we introduce the Frenet
coordinate system to reduce the complexity of vehicle
formation control.

2) A form of weighted global energy efficiency is formu-
lated as the objective function to combine user preference
into system metric. An iterative interior-point-based algo-
rithm is proposed to decompose the original problem into
a series of subproblems to efficiently solve the original
optimization problem. We further derive a two-type subal-
gorithm, which uses the BFGS algorithm to solve convex
subproblems and employ the SQP-based algorithm to deal
with nonconvex subproblems.

3) The convergence of the proposed algorithm is discussed.
A series of simulation experiments has been conducted
to explore the influence of multiplatoon dynamic char-
acteristics and other parameters on system performance.
The results demonstrate that the proposed algorithm
outperforms a group of benchmark schemes, which
applies to the case when the number of multiplatoon
vehicles, time slots, and other simulation parameters
changes.

The remainder of this article is organized as follows.
We formulate the UAV-enabled MEC system model and
the energy efficiency maximization problem in Section II.
In Section III, an algorithm for the nonconvex problem is
proposed. Section IV shows the simulation results to evalu-
ate the performance of the proposed algorithm, and Section V
concludes our article and outlines the future work.

II. SYSTEM MODEL

As shown in Fig. 1, a UAV-aided system is formulated, in
which a UAV equipped with MEC server provides computation
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and communication services to turning platooning vehicles.
The platooning vehicle nodes, for example, the ground user
nodes, are denoted by V(m), where m ranges from 1 to M, and
M represents the number of vehicles. The UAV is denoted
by U, and in our model, the number of UAV remains 1.
For convenience of exposition, we discretize the finite pass-
ing time T into N equal-time slots, i.e., T = N - 7, and
n is the time slots index (0 < n < N, n is an integer).
According to the existing literature [14], [31], [32], in order
to eliminate mutual interference among wireless offloading
processes of multiuser communication, we adopt the time divi-
sion multiple access (TDMA) protocol in our article. The
interaction time interval between vehicle m (1 < m < M) and
the UAV during the nth (1 < n < N) time slot is denoted by
tm[n](0 < t,u[n] < t). Furthermore, for the interaction time for
each vehicle #,[n], we divide it into three parts, which would
be processed by turn, that is, the computation offloading time
19 [n] of vehicle m, the task computing time £}, [n] of the UAV,
and the results downloading time tﬁln[n]. We also established
a 3-D Cartesian coordinate system, thus the location coordi-
nates of vehicles and UAV at time slot n can be denoted by
q’'[n] = [x[n], y[n], z[n]] and q“[n] = [x[n], y[n], z[n]], while
the vehicles’ height remains O and the UAV’s flight altitude
is fixed to H(H > 0). Because the flight height span of UAV
is relatively small compared with horizontal distance, thus the
impact of height change on the G2A communication channel
and resource scheduling can be ignored and the height of UAV
can be simplified as a fixed value according to existing litera-
ture [14], [27], [33]. In the next part, we formulate the system
model in terms of mobility, communication, computation, and
energy efficiency.

A. Mobility Model

Existing literature [27], [34], [35] focuses on optimizing
the problem with low user mobility. Nevertheless, the origi-
nal considerations seem impractical when it comes to vehicle
users, and another literature assumes the vehicles move along
a straight line [13]. Our research considers vehicle turning
scenarios with platooning vehicles, which is widespread in
the applications of intelligent vehicle control technology and
ADAS.

Moreover, to imitate the driving behavior of real drivers,
the acceleration of a specific vehicle depends on the differ-
ence between the predetermined desired position and speed
difference and the position and speed difference of this vehi-
cle’s preceding vehicle. Therefore, while establishing a driver
model, we have introduced Frenet to simplify the control
process.

Frenet is a coordinate system that takes the centerline of the
road as the x axis and the normal road as the y axis [36]. Thus,
for intelligent vehicle platooning scenarios, vertical motion
can be ignored and simplified as plane motion. In this sce-
nario, the Frenet coordinate system refers to the curve tangent
vector T, and the normal vector N constitutes a right-handed
rectangular coordinate system that moves along the reference
curve. Thus, (s,/) in the Frenet coordinate system can be
transformed to (x,y) in the Cartesian coordinate system as
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Fig. 2. Schematic of conversion between frenet coordinates and cartesian
coordinates.
follows:
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As shown in Fig. 2, s and [ are the tangential and normal
coordinates of the vehicle in the Frenet coordinate system [36].
Likewise, x” and y7 are the corresponding Cartesian horizontal
and vertical axes of the matching point at the reference line,
and 6" is its direction angle at that point. The variable k" is
the curvature of the matching point, and k"' is its derivative to
the Frenet normal coordinate. The corresponding parameters
of the actual vehicle position are x, y, 6, and k. The variables
v and a are the velocity and acceleration of the target vehicle.
The symbol I’ denotes the derivative of the Frenet normal axis
to its tangential axis, and [” represents the second derivative
of the normal axis to the tangential axis of the Frenet coor-
dinate system. The first and second derivatives of the Frenet
tangential coordinate with respect to time are designated as §
and .

A specific platooning vehicle generates its acceleration by
evaluating the speed difference, position difference between
the vehicle ahead, and the expected speed difference and posi-
tion difference, thereby maintaining the vehicles’ formation
and stability. From Fig. 3, the Frenet coordinate system trans-
forms the 2-D motion into 1-D, which simplifies the control
process related to the heading angle 8. The platooning vehicles
studied in this article do not change lanes during the driving
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Fig. 3. Platooning vehicles under different coordinate system. (a) Cartesian
coordinate system. (b) Frenet coordinate system.

process, because according to most countries’ traffic safety
regulations (for example, China), vehicles are not allowed to
change lanes when turning in the area of sharp turn or tunnels
to avoid accidents.

The vehicles adopt a leader—follower strategy in a forma-
tion, in which the speed v and acceleration ag of the leader
vehicle have been predetermined. Let the acceleration of fol-
lower m in slot n be a,,[n]. It can be determined with expected
speed v¢, [n], expected A¢ [n—1] and actual A,,[n—1] position
differences, and actual velocity v,,[n — 1] as follows:

am[n] = ky (vVi,[n] — viuln — 11) 2)
where 15, [1] can be determined as follows:
venl = vln — 11+ koA [n — 11 — Ap[n — 11. 3)

The parameters k; and k5 in the above formula are the control
gain parameters.

It is widely assumed that in different time slots [4], [13], the
vehicles movement can be simplified to a uniform acceleration
movement. Hence, its motion equation can be expressed as
follows:

vm[n] = vi[n — 1] + apmln]z
Xl = xpln — 11+ vpuln — 1]t + %am[n]rz.

4)

B. Communication Model

According to the existing literature [13], [27], [33], [35], as
the altitude of UAV is much higher than that of vehicles, Since
the LoS (line of sight) channel of the UAV communication
links is much more predominant than other channel impair-
ments, and it is considered deployed in an open environment,
thus the UAV-to-ground communication channel can be con-
sidered as an LoS channel. The Doppler frequency shift caused
by mobility is assumed to be compensated at the receivers [27],
[33], [37].

The channel remains unchanged for a finite flying time.
Thus, the channel power gain between the UAV and the ground
vehicle nodes can be expressed as follows:

_ 80

H? + ||q"[n] — q“[n]]|?
where go indicates the channel power gain at a reference
distance dgp = 1 m.

Suppose the available communication bandwidth is B, and
the power used by the vehicle for upstream offloading at slot

gmln] )
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n is P,[n], the bytes of data transmitted upstream R,,[n] can
be expressed according to Shannon’s formula as

R[n] = Blog2<w + 1). 6)
0

The communication energy consumption of vehicles is
represented with the function EY,[n]

E[n] = Pplnlty, [n] (7

where No is the noise power, and f)[n] denotes the data
transmission time of vehicle node m at slot n.

To ensure users’ QoS, the total offloading data rate in
time slot n shall not be lower than the allowed minimum
transmission data bits R[n]

M
> Rulnl = R[n]. ®)

m=1

C. Computation Model

Our article assumes that the drone node employs the binary
computation mode, that is, each computation task has to be
executed as a whole. For example, when the task is highly
integrated or relatively simple, its correlated data cannot be
partitioned and has to be performed as a whole [6]. The UAV
carries out all the task calculations using a constant CPU cycle
f. Letting C denotes the CPU frequency needed for computa-
tion process per bit, the UAV’s computational time m in slot
n, t5,[n] can be formulated as follows:

Ry n]tg [n]C
—f .

Its consumed energy is represented by Ef,[n] according to
the existing literature [4], [15], [30]

i€ [n] = ©)

ES[n] = A3t [n] (10)

where A is the effective capacitance coefficient of the UAV’s
processor chip.

Since the downlink transmission process is ignored, the
constraint of £),[n] and £ [n] can be proposed as follows:

M

Z(t;l[n] +1[n]) <.

m=1

(1)

D. Energy Efficiency Optimization Model

Because of the limited energy available to the UAV, the
UAV’s consumed energy in the computation process should
meet the following energy constraints, given as:

M N
D> it n <E

m=1 n=1

12)

where E is the maximum energy stored in the UAV’s battery.

Each vehicle’s total energy consumption (including commu-
nication energy consumption and computing energy consump-
tion) EY°" can be formulated as

EXNi,[n], Pulnl) = YN ESInl + Y0, EQInl. (13)
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The total offloaded data RY" of vehicle m is expressed as

N
R;t/fh (ff%[n], Pm[n]) = Z tfn[n]Rm[n].

n=1

(14)

Therefore, the energy efficiency EE;f‘h of vehicle m can be
formulated as follows:

EEy"(1n[nl, ty,[n1, Pulnl, n)
_ REMi5[nl, Prln])
Epeh(t6,[n], Puln, 1)
_ ylitplnlRaln] s
St Eglnl 40 Yo Eglnl
where 1 is the weight factor of the energy consumption of
vehicle nodes, and E;,Vleh is the adjusted communication and
computation energy, which can be adjusted to address the
preference of energy consumption according to the practical
system.

In addition to the weight parameter n for communica-
tion energy consumption, a weight vector Weie, for vehicle
platoon is designed to show the preferences for the energy
efficiency of different vehicles

Weiveh = [Wei1 , Weiz, ey WeiM] (16)

where the sum of all elements of Weiyep, remains 1. In the
experiments of this article, when the number of vehicles is
greater than 1, the weight of the leading vehicle is kept con-
stant (when the number of vehicles is 1, the weight matrix
is 1), and the remaining weights would be assigned to the
following vehicles

The energy efficiency vector of vehicle platoon is repre-
sented by EFEyeh

EEye, = [EEWE EES, . EEX,?h] (17)

thus the energy efficiency of the vehicle platoon can be
expressed as follows:

EEgys (t;)n [n], t,%[n]a Ppln], 7]) = WeiyenEEveh. (18)

In this UAV-enabled MEC system, we jointly optimized the
data transmission time and transmission power to maximize
the total energy efficiency. The objective function is given
as EEgys(x), where x is a vector that represents the vari-
ables, including communication power P, and time ?), to be
optimized. The problem can be framed as P1

P1: msx : EEsys(x) (19a)
s.t. (8),(9), (11),(12) (19b)

0 < Ppln] < Pmax (19¢)
0<elnlt,n]l <t (19d)
m=1,....M; n=1,...,N (19e)

where Ppax is the maximum transmission power of vehi-
cle nodes. Equation (8) denotes the QoS constraint, which
is used to ensure the minimum computing requirements for
vehicle platoon in each time slot. Limited to battery capacity,
the computation energy consumption of the UAV should be
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lower than a specific boundary, which is expressed by con-
straint (12). The expressions (19¢) and (19d) are the boundary
constraints of the transmission power, and the transmission
time and computation time, respectively.

The above problem is highly nonconvex due to the strong
coupling between variables and the complexity of the objec-
tive function. It would be somewhat costly to solve the above
problem directly. Therefore, an efficient algorithm is proposed
to solve P1, proven to converge to the local optimum.

III. JOINT OPTIMIZATION METHOD

In this section, we first rearrange problem P1’s equality and
inequality constraints and turn it into a simplified form P2.
Then, based on the interior-point algorithm, we transform the
expanded problem into a series of approximate optimization
subproblems and apply two optimization subalgorithms to
solve them based on their convexity or nonconvexity.

A. Approximate Subproblem Formulation

We use the concept of an external penalty function for
equality constraints and an obstacle function for inequality
constraints to construct a hybrid augmented objective func-
tion whose purpose is to eliminate constraints. We can denote
equalities and inequalities by ¢;(x) = 0 and cj/-(x) > 0, respec-
tively. Also, we can represent the indexes of equality and
inequality constraints with I and J, noting that the total number
of the constraints is NM and 4NM +2N + 1, respectively. Thus,
the problem P1 can be simplified. In particular, we introduce
the slack variable zj, j = 1,2,...,4NM + 2N + 1, to make
the initial point selection easier and equivalently transform the
problem P1 into P2 [38]

P2 : min : —EEgy(X)
X

ci(x)=0,iel
s.t. cj/-(x) —zj=0,jel (20)
z;>0,jel.

Then, the mixed augmented objective function ¢(x,z, )
of the equivalent problem P2 is constructed as follows [39],
uw (u > 0) is the penalty factor used to construct the
augmented objective function:

1 NM
P3: g%,z 1) = —EEys(0 + 70 > G®
=1

4NM+2N+1
j=1
ANM~+2N+1 1

=1 Y

1

ta L [dw-s]

+u 21

At this point, any (x,z)(x;,z; > 0) can be used as an
appropriate initial point to start the corresponding iterative
algorithm. The penalty function part of the augmented objec-
tive function ¢(x, z, ) is called the barrier function and it is
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denoted by ¢(X, z, 1)

1 NM ANM+-2N+1 2
Px.z ) = o ;cﬂx) b Zl (500 - 3]
:NM+2N+1 1 g

On this basis, we can use a series of optimization subalgo-
rithms to solve the above optimization subproblem.

B. Approximate Subproblem Optimization Algorithms

Two types of optimization algorithms are employed to
solve the approximate subproblems iteratively: 1) the BFGS-
Armijo method and 2) the SQP-based method [40]. The choice
depends on the subproblem convexity. When the approximate
subproblem is locally nonconvex, it takes the SQP-based step.
Otherwise, it uses the BFGS-Armijo step.

1) BFGS-Armijo Method: The basic idea of using iterative
algorithms to solve approximate subproblems is to give an
initial point and then generate an iterative sequence according
to a particular iterative rule. The update process of the iteration
point column is as follows:

Xiq1 = Xk + agdg (23)

where x; is the kth iteration point, d; is the kth search
direction, and «y is the kth step size in the direction dy.

Here, we employ the BFGS algorithm to construct the posi-
tive definite Hessian approximation matrix By of the problem’s
objective function to obtain the search direction, and k repre-
sents the kth iterative step of the subproblem P3. Then, an
imprecise line-search method is exploited to determine the
appropriate step size. Finally, By can be obtained through the
information of the previous step

BkSkS]{Bk

T
Sk BkSk

iy

Byt =By — T
Y Sk

(24)

where s is the displacement defined as s = Xx4+1 — Xk, and
yi is the difference of the gradient between the kth step and
(k + 1)th step

Ye = V2 (@Xit1, Zeg1, 1)) — Vix,z) (0 (X, Zg, (1)), (25)

Feasible search direction dy can be obtained by solving the
following linear equations:

Bidy = —Vix 2 (0 (Xk, Z, 1)). (26)

Based on (24), we can get the following results.

Lemma 1: Suppose By is symmetric positive definite, and
Byt is determined by (24), then the necessary and suffi-
cient condition for By to be symmetric positive definite is
yisi > 0.

Proof: The necessity of Lemma 1 is obvious, because
y,{sk = s,{BkH k. If Bxy1 is positive definite, then clearly there
is y,{sk > 0. The sufficiency will be proved in the following
paragraph. Suppose that y,{sk > 0 and By is positive definite,
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then according to (24), for any d € R” and d # 0, it holds
that

dTB;s d’y,)’
d'B;,,d = d’Byd — ( - 0, J o 7)
Sy Biesk Y Sk

Because By is a symmetric and positive definite matrix, there is
a symmetric positive definite matrix B;!/?). Therefore, By can
be expressed as By = B./2B, /2 1n the following formula,
the Cauchy—Schwartz inequality is used to obtain the results:

(@ Bysy)” = [(Bk%d)T(Bk%Sk):Iz
< ot ot

1 \T 1 1 T 1
- <B,§d) Be2a)(Bi2se) (Birsi)

— (d"Byd) (s Bysy). (28)

According to (27) and (28), it can be concluded that
(B2 )T B Psp* = B 2|7 B Psy ||, and if
there is a real number t; # 0 that makes Bk(l/z)d =
thk(l/Z)sk, that is, d = xSk, and vice versa

d"Bid)(sTBsi)  (@Ty,)’
"By d > d"Byd — ( kT)( i Bisk) | ( TYk)
s; Bisk ¥ Sk
2
dT
_( Ty") 0. (29)
Y Sk
Therefore, for any d € R",d # 0, if y!'s; > 0, then it holds
that d” By 1d > 0, which proves Lemma 1. |

Given the fact that the Armijo line-search criterion can-
not guarantee y,fsk > (0, the update formula of B; can
be adjusted to ensure the symmetric positive definiteness of
matrix sequence By when the criterion is adopted. Thus, we
can solve the feasible research direction d; using (24) and (26)

B, yisi <0
Biy1 = B, — Bysis! By Yiys yTSk -0 (30)
s[Bksk y[sk » Jk

According to the Armijo criterion, the appropriate step size oy
can be approximated with the following formula:

oy = B

B € (0, 1) is a predetermined parameter and & is the smallest
nonnegative integer that satisfies the following inequalities:

3D

o ((Xe, 2z, 1) + Bdi) < (X, z, k) + o Byl de (32)

where o is a predetermined parameter and o € (0, 0.5).

2) SQP-Based Method: Tt takes the SQP-based step when
the approximate subproblem is not locally convex. This step
minimizes a quadratic approximation to the approximate
problem using the trust region method [40], [41].

At this point, we reformulate the problem to the following
form, and p is the penalty factor and u > 0:

ANM+2N+1 1

2

P4 : min : — EEg(x) +
X,Z i Zj
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se. |

Slack variables z; are restricted to positive to keep the inte-
rior iterates of the feasible region. We can use ®(x) and
c(x) to represent the objective function and the constraints,
respectively. The resulting problem can be rewritten as

P4 : min : ®(x,z)
X,Z

ci(x) =0,iel

dx) —z =0, €l. (33)

s.t. ¢(x,z) =0. (34)

To deal with the nonconvexity, we apply the SQP method
to transform the problem P4’ into the following quadratic
problem. A feasible search direction d; at the kth step is
obtained

1
P5 : n;in S VO(xp, zi) dy + Ed,{wkdk
k

s.t. A(xk, zk)Tdk +c(xg,zx) =0 35)

where W is the Hessian of L(Xi, 2, Af) (the Lagrangian

function of the problem P4’), A(xg, zk)T is the Jacobian of
c(xg, zx), and )Li are the Lagrange multipliers. V& (X, zx) rep-
resents the Jacobi matrix of the objective function. Considering
W may be nonpositive definite within the null space of A a
trust region constraint is employed [40] (we decompose dy
into [d}, d7])

[ :11;(( z:| = A (36)
z;'a

where A is the radius of the trust region, which would be
updated at each iteration and Z = diag|[z1, ..., zj].

Furthermore, to ensure the positivity of z, we introduce a

constraint of df
z+dp = (1 — o). (37

The parameters w is less than 1 but close to it. Thus, we can
formulate subproblem P6

1
P6 : rréin D VO (xk, zp) Tdy + Ed,fwkdk
k

. T
A(Xk, zi) di+c(Xg,2k) =0

2]
S.t. <A
—1 = Lk
Z, d

dz > —w - Zf.

(38)

However, since the step size that satisfies the linear constraint
may not be in the trust region, we need to solve the subproblem
P6.1 to find a standard step size v [40] that is in the region
and meets the constraints as much as possible

P6.1 : min : ”A(xk, Zk)TVk + c(Xg, Zx) ”
Vi

[ Vz ]
1| S el
s.t. Zk Vi

zZ
Vi 2= - Zg

(39)

where € is the contraction parameter and 0 < € < 1. Then,
we use the found step size to calculate dy (dx = Xp+1 — Xk)
in P6.2

1
P6.2 : min : Vo (xi, zi) dy + 5d,fwkdk
k



DUAN et al.: WEIGHTED ENERGY-EFFICIENCY MAXIMIZATION

. T . T
A(Xp, 2) dp = A(Xg, 2k) Vi

2
S.t. < A
-1 = Ak
Z, 4

di > —w - Z.

(40)

To decide if step dy obtained above should be accepted, we
introduce a merit function ¢ (X, Zx, ¢). The merit function is
defined as follows [40]:

O (Xk, Zi, §) = P (X, Zi) + Clle(Xe, z) ||

where ¢ > 0 is a penalty parameter. If step dj satisfies the
following formula, then the step size d; will be accepted:

AP =D(xp +df, zx +df, ) — DXk, 24, §) =k (42)

(41)

where « is the tolerance reduction. Otherwise, we should
decrease the trust region radius Ay and the algorithm will go
to P6.1.

Rather than solving subproblem P6 accurately, the algo-
rithm will stop when approximate solution (X,Z) satisfies
O, 7, ) < 4§, and & denotes the tolerance error. O(X, z, (t)
measures the optimality conditions of the barrier problem and
is defined as follows [41]:

Ox,z, 1) = max(”V(—EEsys(X)) + A¢(x)AS ||oo

22 = pie| e, [¢ 00+ 2] ) @3)

where ¢ = [I,....,1]", Z =
Ax) = [Va®),..., Ve j(x)] are
constraint gradients.

diag(z1, ..., z).
the matrices of

C. Convergence Analysis

From the description above, we show the proposed
optimization framework of the method in Algorithm 1. Then,
the convergence of the proposed algorithm will be discussed
and proved in the following part.

Lemma 2: Suppose the point sequence {X, z;} is generated
by Algorithm 1, and each point in it is the global mini-
mum of the unconstrained subproblem P3, then the augmented
objective function sequence is monotonically decreasing.

Proof: Note that (X; |, Zk+1) is the global minimum point
of (X, z, pi+1) or (X, z, uk+1), and g < pi+1, Lemma 2
can be proved. We will use ¢(X, z, tix+1) to represent the
above two functions in the following part:

NM

1
@Okt 1, Ziet 1, ey 1) = —EEsys ey 1) + 5—— Y cf (%ip1)
21 4
1 ANM~+2N+1 2
+ [C’-(Xk+1) - Z',k+1]
2kt ; J /
ANMAONET

+ Wk+1

2 S

j=1

NM

1
< —EEgys(xp) + —— Y 2 (xz)
W 2phk+1 ; !

ANM+2N+1

2

j=1

1
2phk+1

[C}(Xk) - Zj,k]z
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Algorithm 1 Interior-Point-Based Method for P1
1: Settings:
tolerance error 0 < ¢ < 1, penalty factor reduction
coefficient p € (0, 1), lN? T, N and other factors;
2: Initialization:
initialize point X9 € Dy and penalty factor p; > 0;
3: Repeat 1:
transform original problem to subproblem P3 or P4;
initialize the iterative number i = 1;
Repeat 2:
initialize the iterative number k = 1;
obtain X;1,z;+1 by solving subproblem P3 or P4
for given u;;
if subproblem P3 is convex
initialize tolerance error 0 < §; < 1;
solve subproblem P3 through BFGS-Armijo steps;
update k = k + 1,
if Vo Xk, 2k, i)l <8
Xit1 = Xky Zip] = Zg;
break;
end
else
initialize tolerance error 0 < §; < 1;
solve subproblem P4 through SQP-based steps;
update k =k + 1;
if O(xk, z, 1) < 6;
Xiy1 = Xk and z;y) = Zg;
break;
end
end
end Repeat 2
update p;y1 = p - u; and iterative number i =i + 1;
if wig(x,2) < ¢
the maximum energy efficiency EEqh is obtained;
break;
end
end Repeat 1
4: Obtain solutions:
PP and (P"°.

ANM+2N+1

2

i=1

1

).k

+ Mk+1

| M
< —EE, — 2
< sys(Xk) + 2k ; ¢; (Xk)

ANM~+2N+1

2

Jj=1

2
/
2k [Cj(xk) - Zj,k]

ANM~+2N+1

2

=
= @(Xg, Zk, Wk)-

+ i
%k

(44)

Hence, Lemma 2 is proven. |

Based on Lemma 2, the convergence for the proposed
interior-point-based algorithm will be presented through
Theorem 1.



18216

Theorem 1: Suppose there is a global minimum point
(x*,z*), and interior-point sequence Dy # @, where
(X, Zk, (4k) denotes the point set of the kth subproblem gener-
ated by Algorithm 1. Assuming (X, zx) is the global minimum
point of ¢(x,z, ux), then pj decreases monotonously, and
eventually approaches 0. Therefore, any cluster point (X, Z)
of (Xg, z) is the global minimum of the problem P2.

Proof: Since there is (xg,zx) € Dg € D and (x*, z*)
is the local minimum point of ¢(X,z, ug) on D, that is,
sequence ¢ (Xg, Zx, 4x) has a lower bound. Therefore, it
can be determined that the limit of ¢(Xg, Zg, i), that is,
limy_, oo @ (X, Zk, (4x) exists, and it can be denoted by ¢*.

Our next work is intended to prove ¢* = —EEgy(x*). Since
clearly, ¢* > —EEy(x*), what we need to prove is ¢* <
—EEsys(x*). For any ¢ > 0, there exists § > 0, such that for
any X that satisfies || x—x*|| < §, there also exists the following

relation:
— EEgys(X) — [—EEgs(x")] < e. (45)

Considering p; monotonously decreases and approaches 0,

there exists a positive k, when it is less than a specific positive
number kg. Therefore, there is

wip(X, 2) < €. (46)

Note that (Xg, zx) is the global minimum of ¢(X, z, k)

O Xk, Zk, Pk) < @(X, Z, [Lk). (47

Thus, the following expression holds:

©(Xk, Zk, i) — (_EEsys(X*)) < (X, Z, i) — (_EEsys(X*))

1 NM
= (BB ® — [EE ()]} + 5D
i=1

1 4NM+2N+1 2
— % — 3]
2k J; [ J J
ANM+2N+1 1
+ Ltk Z s <ete= 2. (48)
=t

Let ¢ approach 0, and taking the limit of the above for-
mula, it can be deduced that ¢* < —FEE(x*). In view of
¢* > —EEs(x*), we can conclude that ¢* = —EEg(x*).
Additionally, take the limit of following inequalities:

— EE;ys (X*) < —EEgys(Xk) < ¢(Xks Zk, [Lk)- (49)

We can then obtain limy_, ., —EEsys(X) = —EEgys(x*)
according to the Squeeze Theorem. At this point, the proof
of Theorem 1 is completed. Thus, the convergence of
Algorithm 1 is easy to deduce according to Theorem 1. ®

IV. SIMULATION RESULTS AND DISCUSSIONS

In this section, we evaluate the performance of the proposed
joint optimization method on energy efficiency by comparing it
to those of several benchmark schemes. The simulation results
showed that the proposed method is significantly better than
the benchmark methods for the above indicators. Some of the
simulation parameters refer to previous works [4] and [13].
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TABLE I
SIMULATION PARAMETERS

Parameters Notations Values
Communication bandwidth B 40 MHz
Channel power gain g0 -50 dB
Maximum transmission power of vehicle nodes Prax 1w
Noise power No -60 dBm
Process density C 103 cycle/bit
Effective switched capability A 10—28
The height of UAV H 10 m
The number of time slots N 100
Lane width L 375 m
Turning radius R 103.75 m
Number of vehicles M 4
Total time interval T 10 s
Edge computation capability f 2 GHz

The detailed simulation parameters are provided in the next
part.

A. Simulation Settings

In the simulation, the UAV flies around the curve area
and provides computation assistance services for a platoon
of vehicles while they are making a turn. Vehicle platoon is
constructed based on the leader-follower strategy. The leader
vehicle moves along a designated road at a constant veloc-
ity of 16.9 m/s, followed by other vehicles according to a
particular design. The initial space headway of vehicles is pre-
determined as 15 m. The flight height of the UAV is fixed at
H = 10 m, and it flies forth and back between the starting
and ending points within the total time interval. Other parame-
ters of G2A communication, onboard computation, and energy
consumption are given in Table L.

B. Performance Comparison

In the following part, the performance of our proposed
interior-point-based method, whose results are denoted as
optimal values, is compared with three benchmark methods.
The three benchmark methods are: 1) the P-max optimization
scheme, which predetermines the power as the maximum value
and focuses on optimizing the time allocation; 2) the P-sto
optimization scheme, which randomly generates a power value
that satisfies all constraints, and then optimizes the time; and
3) the T-equ optimization scheme, which generates an uni-
form time allocation scheme, then optimizes the power vector
of vehicle platoon.

In order to show the advantages of our proposed method, we
first compare the performance of the four schemes when the
number of vehicles in vehicle formation changes. To simplify
the expression, we mark our proposed method as “Optvalue,”
the P-max method as “Pmax-value,” the P-sto method as “Psto-
value,” and the T-equ method as “Tequ-value.” Fig. 4 shows
the energy efficiency curves of the UAV-enabled MEC system
under a different number of platooning vehicles, and the num-
ber of time slots is fixed to 100. As the number of vehicles
increases, the energy efficiency is on an upward trend. The
increase in the number of vehicles reduces the communication
and time resources available to each vehicle, but also relaxes
their throughput constraints (8). Because we attach a larger
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Fig. 4. Total energy efficiency under different number of platooning vehicles.
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Fig. 5. Optimal communication power for leading vehicle.

weight to the leading vehicle in the platoon in these experi-
ments, the improvement of its energy efficiency increases the
total weighted energy efficiency. We can also observe that
with the increase of the number of platooning vehicles, the
performance gap between scheme “Opt” and scheme “T-equ”
becomes larger and larger. The main reason is that when there
are few vehicles, the location distribution of vehicles is rel-
atively close, thus the allocation of time resources is very
uniform. Therefore, the time allocation scheme of the Opt
method is similar to the predetermined uniform scheme T-
equ. When the number of vehicles increases, their location
distribution is more dispersed, which makes the opposite sit-
uation. Nevertheless, the proposed method achieved the best
performance among the three schemes with varying vehicles.
As a result, the maximum performance improvement reaches
75.99%.

Fig. 5 shows the optimal communication power, time, and
energy efficiency of the leading vehicle under different num-
bers of platooning vehicles. It can be seen that the transmission
power of the leading vehicle rises first and begins to decline
when the number of vehicles is more than 2, and the change of

3.5

=8 Tequ-value

Optimal Energy Efficiency (bits/Joule)

e
Lo} ﬁ e .
N La)

’ 10 20 30 40 50 60 70 80 90 100
Number of Time Slots

Fig. 6. Total energy efficiency under different number of time slots.

its energy efficiency (aiming at single vehicle) with the num-
ber of vehicles is just opposite to the transmission power. This
is because when the number of vehicles changes from 1 to 2,
the transmission time of the leading vehicle decreases sharply,
so that the transmission power is increased to meet the QoS
constraints (8). When the number of vehicles further increases,
the decrease of transmission time is very small, while the con-
straints of throughput is relaxed due to the addition of other
vehicles, so the transmission power decreases. For the lead-
ing vehicle, we give it a higher weight in the weight matrix.
Therefore, with the increase of the number of vehicles, the
system tends to improve the energy efficiency of the leading
vehicle rather than following vehicles. When the number of
vehicles reaches 2, its energy efficiency decreases because all
the remaining weights are allocated to the single following
vehicle, so that the weight of the following vehicle is tem-
porarily higher than that of the leading vehicle. In general, it
can be summarized that the construction of the weight matrix
has a significant impact on the system performance.

The impact of time slot numbers N on the energy effi-
ciency is investigated, as shown in Fig. 6. In the process of
changing the number of time slots, the total time interval T
remains unchanged. It can be seen that the energy efficiency
of the three optimization schemes all decreases as the time
slots increases. The main reason is that the increase of the
number of time slots shortens the length of each time slot
(the total time interval remains unchanged), thus reducing the
time resources available to the vehicle platoon. In addition,
the increase of time slot numbers also makes the QoS con-
straint (8) more stringent, resulting in a smaller feasible region
and a decrease in system performance. Another fact observed
is that the energy efficiency decreases more and more slowly
with the further increase of the number of time slots. This
is because the reduction of time length of each time slot
becomes smaller and smaller with the further increase of the
number of time slots. In general, in the process of the num-
ber of time slots’ variation, our proposed method achieves the
best performance among the four schemes, with a maximum
improvement of 119.92%.
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Considering the close relationship between the vehicle
platoon’s geometric characteristics and the allocation of com-
putation and communication resources, we changed the shape
of the vehicle platoon. In addition to the vehicle platoon,
named the leader shape as shown in Fig. 7(d), there are
three other shapes displayed in Fig. 7(a)—(c), namely, geese,
horizontal, and snake shapes, respectively. The first vehicle
formation is the geese. The vehicles travel in a reversed “V”
formation. The second vehicle platoon is a horizontal forma-
tion, where vehicles line up horizontally and run along the
road. The third vehicle platoon is a longitudinal formation
lined up at a specific interval along the middle road.
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Fig. 9. Total energy efficiency under different forms of vehicle platoons and
different forms of UAV trajectories.

The impact of the vehicle platoons’ shape on the system
energy efficiency is evaluated as Fig. 8 shows. The above four
formations have the same performance when there is one vehi-
cle, because in this case, the vehicle’s positions of the four
formations are the same (The Geese shape and Leader shape
have the same performance when the number of vehicles is 2,
because these two shapes are also the same at this time.) It
can be seen that for three shapes of platoons: 1) geese; 2) hor-
izontal; and 3) leader, the change of the number of vehicles
has slight impact on the system performance compared with
the case of Snake shape. In our experiments, the longitudinal
distance of the vehicle is set to 15 m and the width of lane is
set to 3.75 m. Therefore, due to its motion characteristics, the
Snake shape is far more dispersed than the other three pla-
toons. This makes the overall communication situation worse,
and the communication channels of different vehicles in the
platoon also vary greatly, which makes the space left for the
system to schedule resources much smaller. Besides, there is
little difference in the energy efficiency of the four platoon
shapes above when vehicles are less than 4, with a maximum
decrease of 13.65%, which can reach 84.04% as the number
of vehicles in the platoon gets bigger.

Finally, to demonstrate the effects of the UAV flights on the
MEC servers’ energy efficiency, we vary the UAV trajectories
among the following three types: 1) the polyline trajectory, the
UAV first flies along the x-axis direction and then the y-axis
direction from the beginning to the end of the lane; 2) the
round trajectory, the UAV travels along the arc-shaped trajec-
tory corresponding to the path where the lead car is driving at
the height H; and 3) the straight round-trip trajectory, the UAV
flies in a straight line from the beginning of the lane to the end.
In Fig. 9, the time slots are fixed to 100, and the number of
vehicles is set to 4. We illustrate the optimal energy efficiency
under different forms of the UAV trajectories and vehicle pla-
toons in Fig. 9. We can see that the system’s performance
under the round trajectory is better than the other two cases for
all the four types of forms, while the difference of energy effi-
ciency under the polyline trajectory and the straight trajectory
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is relatively small. Since the communication channel between
the drone and the fleet is the best under the round trajectory
due to the distance, its performance is also the most satis-
factory. Another fact can be observed is that the influence
of UAV trajectories also affected by the mobility characteris-
tics of vehicle platoons. For the other two types of trajectory
other than the round trajectory, the simulation results based on
the configurations show that the “Geese,” “Horizontal,” and
“Snake” shape forms achieve better performance under the
straight trajectory, while the “Leader” shape form achieves
better performance under the polyline trajectory. In Fig. 9,
the energy efficiency varied from 3.01 x 10° to 1.40 x 10°
(bits/Joule), and the performance difference can reach up to
281.07% due to the influence of the drone’s trajectory under
the same shape of vehicle platoon.

V. CONCLUSION

In this article, we have developed a UAV-enabled MEC
system model for turning platooning vehicles, in which
communication and computation resources are scheduled to
maximize the energy efficiency of MEC service. We employed
the coupled dynamics of the 2-D vehicle platoon and its
influence on G2A communication channel. To cope with the
coupling variables and the nonconvexity of the problem, we
have employed a resource scheduling method based on the
interior-point algorithm and the SQP algorithm, whose conver-
gence has been discussed. Through simulation experiment, we
have carried out a comparative analysis, and the results are pro-
vided to demonstrate the effectiveness and superiority of the
proposed method. Our work can offer a promising approach
for resource scheduling in the UAV-assisted MEC system con-
sidering coupled dynamics of 2-D vehicle platoon and its
influence. In the future, it will be interesting to introduce
reinforcement learning-based techniques into our scenario.
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