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Abstract—Artificial intelligence (AI) and 5G system have been
two hot technical areas that are changing the world. On the
deep convergence of computing and communication, networking
systems of AI (NSAI) is presenting a paradigm shift, where dis-
tributed AI becomes immersive in all elements of the network,
i.e., cloud, edge, and terminal devices, which make AI virtually
operating as a networking system. On the other hand, by the
evolution of the communication systems, a network is becoming
a service-specific system interweaved with AI, i.e., the network
operates as an AI system, enabling real-time smart services.
With the developing technology trends of “AI as a network and
network as an AI,” the ecosystem of NSAI can be presenting
the next-generation waves of both AI systems and B5G-6G com-
munication networks. In this article, we mainly aim to provide
a comprehensive survey on the system architecture, key tech-
nologies, application scenarios, challenges, and opportunities of
NSAI, which can shed light on the future developments of both
telecommunications and AI computing. The contributions of this
article also include: 1) providing a unified framework for the
deep convergence of computing and communications, where the
network and application/service can be jointly optimized as a
single integrated system and 2) suggesting the roadmap and
open research problems in realizing the online-evolutive integra-
tion of cyberspace, physical world, and human society, toward
the ubiquitous brain networks (UBNs), which are requiring the
joint efforts from both research communities of computing and
communication.

Index Terms—6G, AI-empowered brain–computer
interface (ABCI), artificial intelligence (AI), B5G, Internet
of Things (IoT), networking systems of AI (NSAI), ubiquitous
brain network (UBN).

I. INTRODUCTION

OVER the past decades, the industry has witnessed the
fast development of both computing and communication
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Fig. 1. Growth of computing over time [1].

technologies. On the computing side, as shown in Fig. 1, bril-
liant engineers have been endeavoring to keep the engineering
practice of Moore’s law, which exponentially improves the
capabilities of state-of-the-art computers over time. Today’s
mobile devices, e.g., smartphones, have much higher com-
puting power than desktop computers of decades ago, and
consume much less power at the same time. A variety
of lightweight devices/terminals with diverse computing and
communication capabilities are getting popular with the devel-
opment of the Internet of Things (IoT) beyond smartphones,
such as unmanned aerial vehicles (UAVs), iPads, smart vehi-
cles, wearable computing, including smartwatches and glasses,
servicing robots, etc. On the communication side, as shown in
Fig. 2, the global industry has been migrating to a new gen-
eration in almost every decade, where every new generation
has contributed to a revolution of the whole telecommu-
nication ecosystem. Today, people expect round-the-clock
connectivity at home, work, and everywhere, with seamless
access to services, such as video streaming, Internet shop-
ping, and video conferencing wherever and whenever needed.
The result is a simpler, faster, and more agile network that
can enable a seamless transition from wired to wireless,
and vice versa, delivering uninterrupted, omnipresent con-
nectivity to customers at lower cost. During the ongoing
wired and wireless communication convergence and network
virtualization procedure, mobile communications have been
playing a key role in improving the end-to-end Quality of
Service (QoS). Besides the 10–100 times improvement in
communication metrics over every generation, e.g., in through-
put, capacity, latency, power efficiency, etc., the migration
from 2G to 3G/4G virtually transformed traditional computer
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Fig. 2. Migration of global telecommunications.

networks into today’s mobile Internet. The latest evolvement to
5G provides three primary sets of application scenarios, i.e.,
enhanced mobile broadband (eMBB), massive machine-type
communications (mMTCs), ultrareliable low latency commu-
nications (URLLCs), which are leading to the next generation
of the Internet of Everything (IoE), connecting every smart
mobile/edge device in numerous verticals, such as urban
transportation, medical, industrial, video production, etc.

Presently, artificial intelligence (AI) has been in its
third-wave prosperity since the popularity of deep learn-
ing methodologies [2]. AI has achieved great success
in areas including computing vision [3], natural lan-
guage processing [4], multimedia production [5], medical
and medicine applications [6], and even human genetics [7],
among others. In applying AI to communication networks, for
example, Li et al. [8] presented the opportunities and chal-
lenges to exploit AI for achieving intelligent 5G networks
and demonstrated the effectiveness of AI to manage cellu-
lar network resources. Shafin et al. [9] argued that deploying
AI in 5G and beyond would require surmounting significant
technical barriers in terms of robustness, performance, and
complexity, and presented a possible roadmap to realize the
vision of AI-enabled cellular networks for the Beyond-5G
(B5G) and the sixth-generation (6G) infrastructure.

The convergence of computing and communications
presents exciting opportunities to both technical communities.
From the computing perspective, state-of-the-art AI engineer-
ing requires many manual steps and suffers from bottleneck
issues such as “generalization.” AI algorithms have been
designed and trained in a centralized manner, which require
engineers to build a labeled data set and a predetermined algo-
rithmic network, e.g., neural networks. Problems arise when
the training set is insufficient, or attributes of the training set
do not match well with real-world data. Moreover, as tradi-
tional AI is maintained in a data center, e.g., cloud computing,

its response time can be insufficient to real-world situations,
e.g., in autonomous driving, which requires a strong case of
interaction. By embracing the new generation of communi-
cation networks, it is understood that AI will be populated
in the entire networking system of cloud-edge-device [10].
It not only provides higher user data privacy [11] but also
breaks the current AI bottlenecks by making it much “faster”
and “smarter.” Particularly, by deploying AI on the edge and
terminal devices, it can better interact with humans and the
physical world in real time; and by adopting local data and
multiagent unsupervised learning [12], the next-generation AI
will be more adapting to the changing environment and users
without manual intervention, which can effectively lay down
the principal foundations of “online-evolutive learning” and
generic AI [13], [14].

From communications and network engineering perspec-
tives, beyond taking AI as a tool to better manage
communication-network resources, the telecommunication
community is also embracing AI as the potential killer appli-
cations for 5G and potentially 6G networks. Distributed AI
computing in many application scenarios is requiring numer-
ous terminal devices to exchange a huge amount of data
or model parameters with strict latency requirements, known
as the data and model synchronization [15]. Considering the
dynamics of applications and computing, distributed AI is
a perfect example that requires smart services with QoS
assurance.

On the deep convergence of computing and communication,
we aim to provide a new paradigm shift on the networking
systems of AI (NSAI), by overviewing state-of-the-art works.
In NSAI, distributed AI becomes immersive in all elements of
the network, i.e., cloud, edge, terminal devices, which make
AI virtually operating as a networking system. On the other
hand, by the evolution of software-defined networks/network
function virtualization (SDN/NFV) [16], a network is becom-
ing a service-specific system interweaved with AI, i.e., the
network operates as an AI system, enabling the real-time smart
services. With the developing technology trends of AI as a
network system and network as an AI system, vice versa,
the ecosystem of NSAI can be presenting the next-generation
waves of both AI systems and telecommunication networks.

Fig. 3 illustrates the structure of this article. The main
contributions of this work include the following.

1) Providing a comprehensive survey on the system archi-
tecture, key technologies, application scenarios, chal-
lenges, and opportunities of NSAI.

2) Proposing a unified framework for the deep convergence
of computing and communications, where the network
and application/service can be jointly optimized as one
integrated system.

3) Suggesting the roadmap and open research problems in
realizing the online-evolutive integration of cyberspace,
physical world, and human society, toward the ubiqui-
tous brain networks (UBNs).

This article is organized as what follows: the visions and
technical architecture of NSAI are reviewed in Section II; the
key technologies are reviewed in Section III; the application
scenarios and services of NSAI are described in Section IV,
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Fig. 3. Paper structure.

Fig. 4. Visions of NSAI, including SCN, GSS, UAI, MNED, and the
evolution of the ecosystem.

which expects to merge cyber–physical spaces and human
society; existing technical challenges and opportunities are
then summarized in Section V; the developing roadmap of
NSAI is provided in Section VI to have human intelligence
an integral part of NSAI, i.e., a roadmap to UBN—a futuristic
merger of artificial and human intelligence; finally, concluding
remarks are given in Section VII.

II. ARCHITECTURE OF NSAI

A. Visions

With the convergence of computing and communications,
NSAI shall at least be service customized, where the network
resources can be customized for specific smart service provi-
sion. Moreover, since traditional Internet Protocols (IPs), e.g.,
TCP/IP, are insufficient in handling network dynamics, such
as mobility, topology changes, and resource reallocation [17],
by the evolution of SDN/NFV, a dynamic service-customized
network can be created virtually for every smart service, and
new networking protocols shall be designed upon the virtual
service network to support distributed AI computation. Visions
of NSAI are illustrated in Fig. 4, which are further described
in what follows.

1) Service-Customized Network (SCN): A service-
customized virtual network expects to provide enough
configurability for dynamic service adaption. For
example, in smart transportation services, the number
of vehicles/terminals in rush hours can be much higher
than rest time of the day, which constitutes differ-
ent scales of network QoS requirements and network
resources. The virtual network topology and the network
resources of computing/communication/caching shall
be dynamically reconfigured to accommodate the actual
changes of service requirements. With further network

slicing to accommodate different users of the service,
SCN can be an evolution of SDN/NFV, providing a
framework for NSAI to real-timely create, configure,
reconfigure, and slice an AI-embedded network by
multiple time scales.

2) Generalized Smart Service (GSS): With the integration
of typical applications and services, GSS is expected to
provide a set of generalized application programming
interface (API) for interaction with NSAI applications.
Particularly, the complexity of communications and
computing shall be hidden from application developers.
The entire virtual network becomes a massive computing
entity with online-evolutive learning, including every-
thing connected, such as all the smart terminal devices,
edge, and cloud computing servers in the SCN. The
heterogeneous and massive data are going to be pro-
cessed real timely in GSS, and then to be supplied to
the NSAI applications. GSS can dynamically reconfig-
ure both the SCN and applications in providing reliable
and real-time services when both network conditions
and application requirements can be soft and changing
over time.

3) B5G Unified Air Interface (UAI): Although 5G has
defined eMBB, mMTC, and URLLC as three sets of ver-
tical applications, the 5G system (5GS) was not designed
to support high throughput, massive connections, and
low latency at the same time. With the future prolific
NSAI applications and GSS, it is expected that require-
ments of eMBB, mMTC, and URLLC will merge in
SCN, especially for generic application scenarios, such
as smart and healthy cities (SHCity), or smart infras-
tructures in general, where every smart device can be
interconnected in the service area for sophisticated appli-
cations. From B5G to 6G, a new air interface is expected
to unify eMBB, mMTC, and URLLC, being dynamically
reconfigurable [18] under SCN.

4) Micro and Nano Electronic Devices (MNEDs): It is
expected that state-of-the-art micro and nanoelectronics
technology will still be fast developing, so that more AI
and communication capabilities can be fitted in NSAI
terminal devices, with even lower power consumption.
This is enabled by the continuity of Moore’s law in
nanoscale, and the new 3-D chip architecture that can
potentially integrate computing, caching, sensing, and
communications. As compared to the human brain, it is
estimated that state-of-the-art electronics are still over
one million times less power efficient in supporting
deep neural networks, let alone the scale/size differ-
ence, etc. This also indicates a huge potential room for
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TABLE I
EXAMPLES OF INDUSTRIAL WORKS RELATED TO NSAI

improvement in electronics, to realize low-power and
online AI evolution on ubiquitous smart mobile devices.

5) Evolution of NSAI Ecosystem: With the convergence
of AI and network to NSAI, it is expected that every
AI-empowered device will be connected and trans-
formed to an integral element of a massive and ubiq-
uitous NSAI entity. NSAI will be entering every aspect
of the human society, with the online-evolutive learn-
ing to provide better and customized user experiences,
e.g., in communities, urban areas, transportation, factory,
medical and educational services, suburban and agri-
culture, energy service domain, etc. As 3G/4G created
mobile Internet and had cyberspace interacting with the
physical world, also known in the industry as “online-to-
offline,” NSAI with the 5G/6G will seamlessly integrate
the cyber and physical world with human society, which
indeed leads to the next generation of the Internet.
With the latest development of AI-empowered brain–
computer interface (ABCI), NSAI shall be contributing
to the merger of artificial and human intelligence, which
is introduced in this article as UBN, or “Brainternet.”

Visions of NSAI differentiate from state of the art, where
the joint optimization of the network and application/service
in one integrated system is required in NSAI. On the con-
trary, traditional studies typically treat application and network
as two separated systems. Therefore, NSAI can conceptually
present a paradigm shift of “AI as a network system, and
network as an AI system,” instead of the traditional “network
for AI, or AI for network.” Table I further shows state-of-the-
art works of numerous companies in the industry, as related
to the aforementioned visions.

B. System Architecture

Numerous pioneering researchers have been trying to define
the architecture of AI-empowered networks, which can be
generally categorized as AI for network, and network for
AI, respectively. For example, Yao et al. [31] proposed an
intelligent architecture, called NetworkAI, for self-learning
control strategies in SDN, which consists of three planes called
the forwarding plane, the control plane, and the AI plane.
Dai et al. [32] proposed an architecture that can dynamically
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Fig. 5. Architecture of NSAI, including PN, SCN, GSS, and APP tiers.

orchestrate edge computing and caching resources to improve
system utility by making full use of AI-based algorithms.
Zhao et al. [33] proposed an software-defined optical networks
(SDONs) which can support the control-layer AI and onboard
AI simultaneously, where onboard AI was proposed to be
based on edge computing to support various machine learning
applications. Guo et al. [34] proposed an AI-based semantic
IoT (AI-SIoT) hybrid service architecture to integrate hetero-
geneous IoT devices in supporting intelligent services, where
the proposed architecture is empowered by semantic and AI
technologies, enabling flexible connections among heteroge-
neous devices. Rafique and Velasco [35] reviewed several
machine learning concepts tailored to the optical networking
industry and discussed algorithm choices, data and model
management strategies, as well as the integration into exist-
ing network control and management tools; four networking
case studies were provided in detail, covering predictive
maintenance, virtual network topology management, capacity
optimization, and optical spectral analysis. Stergiou et al. [36]
proposed an innovative infrastructure of secure scenario which
operates in a wireless 6G network for managing big data
on smart buildings. Wang et al. [37] proposed a distributed
cognitive cellular network, which integrated AI and cogni-
tive radio (CR) technology into a sophisticated multiagent
system (MAS). The hierarchical distributed networking frame-
work based on 5G cellular networks was proposed with four
tiers: 1) CR users; 2) cellular BSs; 3) cloud processing; and
4) applications.

Given the visions of NSAI and the pioneering research on
integrating AI with the network, a generalized NSAI frame-
work not only needs to accommodate state-of-the-art research
in both computing and communication but also shall support
the joint optimization of network and application/system in a
single integrated system. We hereby propose that the system
architecture of NSAI can be divided into four tiers, including:
1) physical network (PN) tier; 2) SCN tier; 3) GSS tier; and
4) application (APP) tier. The proposed architecture is shown
in Fig. 5.

1) The PN Tier consists of the heterogeneous optical and
wireless infrastructures, including, for example, radio
access networks, switches, core networks, cloud servers,
mobile/edge servers, and mobile/terminal devices. The
PN Tier can also consist of infrastructures from differ-
ent operators that work together to provide unified smart
services; current IPs, e.g., TCP/IP, can be supported in

Fig. 6. Recent advances of wireless and wireline interfaces for PN.

the PN Tier with backward compatibility, as an underlay
network infrastructure for the upper SCN Tier.

2) The SCN Tier creates and configures the service-
customized virtual network, which shall include func-
tional abstractions, such as topology management,
resource allocation, data transport and forwarding, rout-
ing and load balancing, security, and network slicing. As
an overlay network customized for smart service, SCN
can be constructed upon a virtual link layer (L2) and
provide backward compatibility to upper tiers.

3) The GSS Tier mainly handles in-network data process-
ing by distributed AI on the data plane, while it also
dynamically configures the SCN and applications on
the control plane. Therefore, the network and applica-
tion can be jointly optimized to enable real-time smart
services, where both network resources and application
requirements can be soft and changing over time. As
presented in the NSAI visions, the GSS Tier works
as a middleware platform that seals the complexity of
network and data computing from the NSAI applica-
tions. The GSS Tier also offers authentication, autho-
rization, and accounting (AAA) for subscribed users of
smart services.

4) On top of the GSS Tier and its APIs, the NSAI APP Tier
is programmed to provide ground-breaking user expe-
riences to consumers, businesses, and municipalities,
by creating new Internet horizons beyond the current
4G/mobile Internet and merging the cyberspace with the
physical world and human society.

III. KEY TECHNOLOGIES

With the vision and technical architecture of NSAI, we
hereby aim to provide a comprehensive review of state-of-
the-art technologies in the four individual tiers of NSAI. The
development of these technologies can also contribute to a
roadmap for the evolution of NSAI.

A. Physical Network Tier

The PN Tier converges the latest developments of wireless
and wireline PNs, including the physical interface technolo-
gies, new multihop transmission technologies, as well as micro
and nanoelectronics. As classical Shannon capacity [38] has
only specified the limit of point-to-point linkage, the next-
generation PN shall aim at breaking the classical Shannon
limit, by exploring the achievable end-to-end capacity of
massive and heterogeneous PNs.

1) Wireless and Wireline Interfaces: As illustrated in
Fig. 6, for the next-generation wireless interface, many kinds
of orthogonal frequency-division multiplexing (OFDM) wave-
form schemes have been proposed in 5G standards [39],
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including the multicarrier system with sub-band filtering and
subcarrier filtering [40]. The band above 52.6 GHz is con-
sidered as a potential band of 6G systems. Frequencies
above 52.6 GHz can face more difficult challenges, such
as higher phase noise, extreme propagation loss due to
high atmospheric absorption, lower power amplifier efficiency,
and stronger power-spectrum density regulatory requirements.
Orthogonal time–frequency space (OTFS) modulation was
proposed in [41] and [42], which modulates the signal to
the delay Doppler domain, and equivalently transforms the
time-varying multipath channel to the time-delay-Doppler
domain. New waveforms, e.g., (windowed) OFDM, GFDM,
or OTFS, are being proposed to use in combination with high
modulation cardinality, e.g., 256 QAM, and with multiple
antennas, to maximize the spectrum efficiency. In multiple
access techniques, nonorthogonal multiple access (NOMA)
still presents new directions to improve spectrum efficiency
toward 6G. Ding et al. [43] provided a systematic review
of emerging NOMA technologies, from its combination with
MIMO to cooperative NOMA, as well as the interplay
between NOMA and CR. Gui et al. [44] proposed an effec-
tive deep-learning-aided NOMA system, in which several
NOMA users with random deployment are served by one base
station. Zhang et al. [45] proposed a scheme where evolved
NodeB (eNB) can distinguish the multiplexing user equip-
ments (UEs) in the power domain. With the potential high den-
sity of next-generation radios, cell-free (CF) massive MIMO
was proposed to overcome the intercell interferences [46],
where the performance gain comes from the joint process-
ing of a large number of geographically distributed remote
antenna units (RAUs) [47]. CF massive MIMO has been shown
to achieve higher spectrum efficiency than centralized massive
MIMO [48], and [49] provided a comprehensive survey of CF
massive MIMO systems. Buzzi and D’Andrea [50] introduced
a user-centric virtual cell approach to CF massive MIMO,
wherein each user was served only by a limited number of
access points. Zhang et al. [51] proposed a framework for the
performance analysis in the CF massive MIMO with classical
hardware distortion models, where closed-form equations for
spectrum and energy efficiency were derived.

To accommodate massive connections and mobile traffics,
the optical transport network has been playing an impor-
tant role in carrying 5G radio signals. The optical module
is an important device in the 5G optical transport network.
Since wireline transports are used with different rate require-
ments in fronthaul, midhaul, and backhaul, different types
of optical modules are required with various challenges.
Ji et al. [52] surveyed the challenges, recent studies, and poten-
tial solutions for the 5G flexible optical transport networks
with the performance requirements on large capacity, low
latency, and high efficiency. Currently, dynamic bandwidth
allocation mechanism is becoming an important part of time-
division-multiplexing passive optical network (TDM-PON)
for fronthaul; and ultralow latency transport is required for
designing a novel optical system under more stringent latency
constraints. For example, Zhou et al. [53] demonstrated a
novel mobile fronthaul architecture based on functional split
and TDM-PONs with a unified mobile and PON scheduler

known as Mobile-PON. Waqar et al. [54] evaluated the
performance of PON-based links for long-distance communi-
cations in fronthaul systems. Mikaeil et al. [55] proposed an
optimized dynamic bandwidth allocation known as optimized
round-robin, supporting fronthauling over 10G-passive optical
networks (XG-PONs). Nishitani et al. [56] studied Type B
protection for a TDM-PON system, and Cano et al. [57] per-
formed an experimental demonstration of a statistical OFDM-
PON with multiband optical network units (ONUs) and
elastic bandwidth allocation. Additionally, compared to wire-
line access technologies, such as fiber-to-the-home (FTTH) or
hybrid fiber-coaxial (HFC), fixed wireless access (FWA) has
also presented several benefits [58]. FWA’s rollout cost can be
significantly lower than the wireline access technologies, by
eliminating the last mile fiber or cable reaching the customer
premises. FWA can also be much quicker than other wire-
line access technologies, whose deployments usually involve
complex processes to obtain permits for installing wires.

2) New Multihop Transmission: Traditional wireless com-
munications have been limited to the last hop in cellular
infrastructures. However, in the recent development of 5G
standards [39], L2 multihop technologies have been intro-
duced, in NR-IAB and NR-sidelink, which virtually covers
all linkages including uplink, downlink, and sidelink in cel-
lular networks. Cognitive L2 multihop communications were
first proposed in [59]–[61], where radio resources, including
both spectrum and radio stations are opportunistically uti-
lized in the multihop linkage to realize reliable end-to-end
throughput and latency over any number of wireless hops. It
was further studied in research works, such as [62]–[67] from
numerous perspectives, including node deployments, mobil-
ity, and applications. From other perspectives, Tin et al. [68]
considered a cooperative multihop secured transmission pro-
tocol, where a secondary source attempts to transmit its data
to a secondary destination with the assistance of multiple
secondary relays. Goel et al. [69] analyzed the performance
of relay selection at each hop in a decode-and-forward-
based multihop CR system with cooperative spectrum sensing.
Jiang et al. [70] studied the collaborative multihop routing in
cognitive networks and constructed the collaborative routing
in multihop cognitive networks by considering the interference
among nodes. Sheikholeslami et al. [71] considered multihop
covert communication over a moderate size network where
the relays can transmit covertly by using either a single key
for all relays or different independent keys at the relays.
El-Banna et al. [72] proposed a machine-learning-based selec-
tion approach that adaptively chooses the best forwarding
scheme in hybrid multihop dense networks. Majid et al. [73]
developed a discrete-component-based backscatter tag-to-tag
transceiver and a communication protocol suite. Ying and
Nayak [74] exploited the social relationships from interactions
and contributions, and then formulated an optimal relay selec-
tion problem to enhance cooperative multihop device-to-device
(D2D) communications. Challita and Saad [75] proposed a
backhaul scheme that relies on UAVs as an on-demand fly-
ing network. To address the problem of various link rates
between the receiving and sending sides of the relay node,
Fadlullah et al. [76] considered the channel conditions of
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Fig. 7. Advantages of new multihop transmissions (example of ten hops).

each band on either side of the relay, where the receiving and
sending rates at the relay node are measured and calculated,
respectively.

It was understood from network information theory that
the capacity of a massive wireless network can be increasing
with the number of nodes (radio stations) N, as compared to
point-to-point Shannon capacity, in terms of O(

√
N) [77], and

O(N) [78], by considering multihop linkage and node mobility.
As illustrated in Fig. 7, reliable multihop communications can
largely improve the end-to-end throughput, latency, and energy
efficiency, where the performance margin increases at least on
the order of the number of wireless hops. It remains to be
identified how the new multihop transmissions can contribute
to breaking the classical Shannon limits in the next-generation
PNs.

3) Micro and Nano Electronics: As shown in Fig. 8, state-
of-the-art AI electronics are mainly divided into general chips
and special chips in terms of technical architecture. The
general-purpose chip design refers to the traditional chip
architecture, which supports deep learning and complex neu-
ral network algorithm through software programming, mainly
including CPU, GPU, DSP, FPGA, etc. Although benefiting
from mature architectures, general-purpose chips suffer from
inefficiency due to, for example, the separation of operation
and storage. Even if the complex operation can be realized
through software programming, the bandwidth limitation and
the consequent power consumption problem during memory
access are limiting its performance [79]. Special chip design,
also known as application specific integrated circuits (ASICs),
provides alternative architectures tailored for AI algorithms.
TPU chip [80] introduced by Google can be used for both
neural network training and reasoning. At present, TPU has
achieved more than 100 PFLOPS processing capacity, and has
established the air cycle of chip design, logic implementation,
platform mode, and application environment. Cambricon [81],
as introduced by Cambrian Science and Technology, uses
RISC inspired instruction set to decompose complex neural
network computing into modules, to design simple and short
call instructions simplify chip design, and reserve space to sup-
port future variable algorithms. The true north brain chip [82]
proposed by IBM can simulate the human brain computing
process, which achieves higher speed computing with very
low energy consumption.

Fig. 8. Micro and nano electronics.

In integrating AI computing, sensing, caching and commu-
nication at micro and even nano 3-D scale [83], the current
research is still at its infant stage. For example, Liu et al. [84]
demonstrated an on-chip nano-electronic-based chemical sig-
naling technique for the investigation and improvement of
sustainable energy technologies. Sarkar et al. [85] presented a
straintronics-based nanorobotic system and its VLSI architec-
ture. Straintronics or strain-based spin electronics is an emerging
field of IC fabrication technology for modern and future
electronics. James [86] designed an integrated co-processor
chip based on a memristor crossbar array and complementary
metal–oxide–semiconductor (CMOS) control circuitry that can
be used to implement neuromorphic and machine learning
algorithms. Chen et al. [87] designed a fully integrated non-
volatile computing-in-memory structure that offers high energy
efficiency and low latency for Boolean logic and multiply-
and-accumulation (MAC) operations. The approach offered
an access time of 4.9 ns for three-input Boolean logic oper-
ations, a MAC computing time of 14.8 ns and an energy
efficiency of 16.95 tera operations per second per watt. Applied
to a deep neural network using a split binary-input ternary-
weighted model, the system can achieve an inference accuracy
of 98.8% on the MNIST data set. Zhang et al. [88] proposed
four key metrics for benchmarking neuro-inspired computing
chips, i.e., computing density, energy efficiency, computing
accuracy, and on-chip learning capability, and discussed co-
design principles, from the device to the algorithm level, for
neuro-inspired computing chips based on nonvolatile memory.
Murmann and Hoefflinger [89] proposed five major thrust areas
of nano-chips: robust and efficient silicon, real-world electron-
ics, neuromorphic architectures, AI on-chip and 3-D integration,
and man-machine cooperation.

B. Service-Customized Network Tier

The SCN Tier is developed based on the evolution of
SDN/NFV and provides a dynamic service-specific virtual
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Fig. 9. Evolution of SDN/NFV.

network on top of heterogeneous wireless and wireline PNs.
SCN also provides reconfigurable network functionalities,
such as network slicing, topology management, resource allo-
cation, load balancing, routing/transporting, security, etc.

1) Evolution of SDN/NFV: As illustrated in Fig. 9,
SDN [90], [91] has become a mainstream paradigm that sep-
arates the network’s control logic from the underlying routers
and switches, promoting the logical centralization of network
control and the ability to program the network [92]. SDN
architecture consists of four planes at a high level, i.e., data
plane, controller plane, application plane, management and
administration plane [17], [93]–[95]. NFV is closely related
to SDN, for example, Li and Chen [96] presented a thorough
review on the development of NFV under the software-defined
NFV architecture, with an emphasis on service chaining and its
application. The NFV architecture is mainly composed of three
main components: NFV Infrastructure, virtualized network
function (VNF), and NFV Management and Orchestration
(M&O) [97], [98]. NFV aims to abstract network forward-
ing and other networking functions from the hardware on
which it runs, and virtualize all PNs beneath a hypervisor,
which allows the network to grow without the addition of more
devices.

SDN/NFV is still a fast-evolving research area [99], to have
enhanced virtual network efficiency and robustness. For exam-
ple, Huang et al. [100] devised an SDN inside the mobile
edge computing (MEC) architecture to tackle the complicated
issues of vehicular ad hoc networks (VANETs) offloading.
Chaudhary et al. [101] proposed an SDN-based big-data man-
agement approach concerning the optimized network resource
consumption, such as network bandwidth and data storage
units. Zhang et al. [102] tackled the VNF placement problem
by first proposing a general 5G network framework, which
jointly contained both edge–cloud and core–cloud servers.
Li et al. [103] presented the design and implementation of
NFV-RT, a system that dynamically manages resources to pro-
vide timing guarantees. Li et al. [104] proposed a lightweight
NFV framework named DeepNFV, which was based on the
Docker container running on the network edge, and integrated
state-of-the-art deep learning models with NFV containers
to address some complicated problems, such as traffic clas-
sification, link analysis, etc. Yang et al. [105] proposed an
extensible SDN and NFV-enabled network traffic monitoring

Fig. 10. Network slicing for diversified SLA.

Fig. 11. Virtual network resource allocation.

system, which can closely match the performance of tradi-
tional networks at cheaper costs and by adding more flexibility
to network management tasks.

2) Improved Network Slicing on Virtual Networks:
Network slicing [106] is a sliced network architecture that
enables the multiplexing of virtualized and independent
logical networks on the same network infrastructure [107].
By using the network slicing technology, one can create
a dedicated slice on the common network architecture,
where a network slice is a logically isolated end-to-end
network tailored for a service type with an agreed service-
level agreement (SLA) [108]. Based on the evolution of
SDN/NFV, network slicing is also being improved for operat-
ing over the service-customized virtual networks, to provide
improved user experiences and diversified SLA (illustrated
in Fig. 10). For example, Choi and Park [109] presented
network slice architecture for the 5G core network and
provided working mechanisms for slice selection, routing,
and slice reselection to support multiple logical networks.
Backman et al. [110] presented a blockchain slice leasing
ledger concept, and the analysis of its applicability in future
factories. Bega et al. [111] proposed a general framework
for AI-based network slice management, introducing AI in
the different phases of the slice lifecycle, from admission
control to dynamic resource allocation in both core network
and radio access network. Sciancalepore et al. [112] proposed
a reinforcement-learning-based 5G network slice broker
which consists of four blocks for supporting network slicing:
1) traffic and user mobility analysis; 2) a learning and
forecasting scheme per slice; 3) optimal admission control
decisions based on spatial and traffic information; and 4) a
reinforcement process to drive the system toward optimal
states.
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3) Topology Management and Resource Allocation: Based
on the virtual-network slicing, as shown in Fig. 11, efficient
resource allocation schemes have been exploited to improve
the flexibility, automation, and intelligence, according to QoS
demands of eMBB, URLLC, and mMTC. Moreover, cus-
tomized smart services can require more precise and efficient
resource allocation under dynamic network topology, e.g., for
Communications, Computing, and Caching (3C). With the
evolving SDN/NFV architecture, network resources can be
virtualized and managed in a resource pool [113]. Due to the
limited network resources, the increasingly diversified network
services and heterogeneous networks, efficient and flexible
resource allocation schemes are needed with interference
awareness [114]. For example, Zhou et al. [115] modeled the
resource allocation problem as a semi-Markov decision pro-
cess, which is defined by state space, action space, reward, and
transition probability distribution. The reward function jointly
considers the total income, the cost of available resources
and the utilization of the total resource for the infrastructure
network. Oladejo and Falowo [116] addressed a latency-
aware dynamic resource allocation problem for 5G sliced
networks in a multitenant multitier heterogeneous environment
and proposed a genetic algorithm (GA) intelligent latency-
aware resource allocation scheme (GI-LARE). Halabian [117]
introduced a distributed solution for the resource allocation
problem by forming resource auctions between the slices and
the data centers. As future smart services would be provided by
a convergent, heterogeneous, virtualized, dynamic and intel-
ligent network, the space–air–ground–sea service [260] has
been proposed under specific circumstances, such as maritime,
ocean, and desert, and possible to provide with the technology
evolved to B5G/6G. Xu et al. [118] introduced a space–
air–ground–sea integrated network architecture with edge and
cloud computing components to provide flexible hybrid com-
puting service for maritime service. In the integrated network,
satellites and UAVs provide the users with edge computing
services and network access. Yang et al. [119] proposed a clas-
sical Nomoto model, combined with the actual any slight wind,
wave, and current forces on the unmanned surface vehicle, and
finally combined with the proportion integration differentiation
algorithm to model the surface vehicles.

4) Other SCN Functionalities and Security: Based on the
dynamic topology and resource management of SCN, the vir-
tual network can embrace novel network functionalities and
protocols, which can better support mobility and dynamic
network requirements than legacy IPs. The new protocols
of SCN can however be integrated with IPs by L2 over-
lays and underlays [259]. Although functionalities, such as
routing, transport, and load balancing were traditionally dealt
with separately in multiple layers of network-protocol stacks,
they can also be integrally designed, e.g., by the cross-layer
design [120]. Research on routing in virtual networks has been
trying to make routing more intelligent, in terms of learning
abnormal situations, such as congestions, and mobility aware-
ness. For example, Tang et al. [121] proposed a new intelligent
network flow control method with a self-routing decision based
on real-time deep learning, which used a deep convolutional
neural network with unique input and output to represent the

backbone of the wireless network. Rusek et al. [122] proposed
a graph neural network (GNN) model to understand the com-
plex relationship between topology, routing, and input traffics
to produce accurate estimates of the per-source/destination pair
latency and jitter.

Congestion control has been the focus of transport research.
Traditional congestion control methods mainly use end-to-end
ACK or NACK feedback to infer the occurrence of network
congestion, such as TCP protocols. By analyzing network con-
gestions, the most accurate way to predict congestion is to
directly analyze the queue of each node in the routing path,
where collaborative modeling and analysis of multiple nodes
are needed to achieve early prediction of network congestion.
For example, Mao et al. [123] proposed to use deep learning
to perform large-scale network queuing analysis, where a cen-
tral node obtains the queue status (including queue size, input
communication rate, output communication rate, etc.) at each
node, and analyzes the data accumulation of the queue and the
congestion status of specific nodes. Pham et al. [124] defined a
multiple-objective virtual network embedding (VNE) problem
called the congestion-aware, energy-aware VNE, which aimed
to save cost and energy, and avoid network congestion simul-
taneously. Stergiou et al. [125] studied the use of various
opensource tools to achieve a type of network that can provide
the more intelligent media-data transfer. Psannis et al. [126]
proposed an efficient algorithm for advanced scalable media-
based smart big data.

To adapt to the explosive growth of data traffic, reasonable
and effective load-balancing solutions have also been inves-
tigated, which can adapt to dynamic and irregular network
topologies, complex interferences, and diverse application
requirements. For example, Aghdai et al. [127] proposed an
in-network congestion-aware load balancer to achieve even
load distribution among service instances and optimal network
resources usage. Xu et al. [128] proposed a mobile load-
balancing algorithm based on deep reinforcement learning
(DRL) and a two-layer architecture to solve the large-scale
load-balancing problem of ultradense networks. Li et al. [129]
proposed an adaptive and fast redistribution load-balancing
strategy and a distributed parallel computing model to solve
the chaotic problem caused by the performance difference
between nodes. Chakravarthy and Amutha [130] performed
load balancing by calculating in advance the capacity of every
switch across the packet routing paths.

The concept of resource sharing between virtual networks
and network slices can bring many security issues. Aiming
at the security difference in 5G network slicing service,
Niu et al. [131] proposed the network slice trust degree
and established a trust degree calculation model, where the
network slice manager can truly and effectively calculate
network slice trust value. The provision of secure VNF is
mandatory to guarantee correct chaining of network func-
tions. Dwiardhika and Tachibana [132] proposed a VNE
based on the security level with VNF placement, where
some security VNFs were placed to increase the security
level of substrate networks. From a secure IoT perspective,
Stergiou et al. [261] presented a survey of IoT and cloud com-
puting with a focus on the security issues. Stergiou et al. [262]
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Fig. 12. Distributed AI computing.

proposed a new secure and sustainable system for cloud com-
puting integrated with IoT as a base scenario for big data.
The recent development of blockchain technologies also pro-
vided a promising framework for virtual network security and
accountability. Alvarenga et al. [133] proposed a blockchain-
based architecture for secure management, configuration and
migration of VNFs, which ensures: 1) immutability, nonrepu-
diation, and auditability of the configuration update history;
2) integrity and consistency of stored information; and 3) the
anonymity of VNFs, tenants, and configuration information.
Rebello et al. [134] proposed an NFV-tailored blockchain
and a transaction model, called BSec-NFVO, which secured
orchestration operations in virtualized networks, ensuring
auditability, nonrepudiation, and integrity in a simple and
agile way.

C. Generalized Smart Service Tier

The GSS Tier provides distributed AI computing on the data
plan and network AAA configurations on the control plane.
It also provides a set of service-specific API for the NSAI
applications. GSS can operate as middleware of smart services,
between the network and applications.

1) Distributed AI Computing: In recent years, many types
of research have been focused on distributed AI computing
for achieving higher efficiency in learning and inference, user
data privacy, and online-evolutive learning. As illustrated in
Fig. 12, distributed AI computing commonly involves how
to allocate computing tasks and resources and coordinate
every functional module, which needs not only to consider
the robustness of data but also to meet the requirements of
algorithm precision and generalization [135]–[138].

To protect the privacy of personal data, federated learn-
ing has been proposed as a privacy-oriented distributed
machine learning approach [139], where raw user data are
retained on the user terminal devices. The framework of
federated learning consists of the data partition, machine
learning model, privacy mechanism, and communication archi-
tecture. Data partitioning is mainly operated from two angles
of data samples and feature dimensions, where the par-
titioning based on training samples is mainly divided by
random sampling or scrambled segmentation [140]. Machine

learning models can be classified as linear models, deci-
sion trees, and neural networks. A multiobjective evolutionary
algorithm [141] was designed to minimize the communi-
cation cost and global model testing error at the same
time, where joint learning is described as a two-objective
optimization problem. The communication architecture mainly
includes the communication topology based on iterative
MapReduce/AllReduce [142], parameter server [143], [144],
and data flow. Communication pace is mainly divided
into synchronous and asynchronous modes, where algo-
rithms based on synchronous communication mainly include
BSP-SGD [145], ADMM [146], EA-SGD [147], etc., and
asynchronous communication algorithms mainly include
HogWild [148], Cyclades [149], etc. Some researchers also
proposed semisynchronous methods, e.g., the stale syn-
chronous parallel (SSP) model [150]. For improving the com-
munication efficiency of federated learning, Konen et al. [151]
proposed two methods of structural update and sketch update,
to reduce the average communication cost. Due to the het-
erogeneity of computing and communication resources, many
kinds of research have been performed to optimize the allo-
cation of federated learning resources. For example, the
ELFISH framework [152] analyzed the computing consump-
tion of model training from the aspects of time cost, memory
usage, and computing workload. To strike a balance between
energy cost and training time, FEDL [153] was designed for
every terminal device to approximately solve its local prob-
lems up to a certain local accuracy level. The number of
devices involved in federated learning can often be very large,
and simply minimizing the average loss may not be suit-
able for the model performance required on some devices.
The fair-oriented target Q-fair federated learning (Q-FFL)
joint resource optimization [154] was proposed by jointly con-
sidering utility function and fairness. Q-FFL minimizes the
total weighted loss of Q parameterization, where devices with
higher loss can have higher relative weight.

With the rapid development of the IoE, embedded com-
puting devices are becoming ubiquitous, and generating a
huge amount of data. Although lightweight AI models can be
realized on embedded devices, for computationally intensive
tasks, many researchers have investigated the segmentation of
inference models, and separately scheduled the workload to
devices, edge servers, and cloud. Cooperative computing not
only completes the task but also contributes to a balance of
device energy consumption, server load, transmission, and exe-
cution latency [155], [156]. A related research area is known
as computation offloading, which can be divided into local exe-
cution, total offloading and partial offloading. Local execution
has all computing solely executed on a local terminal device.
Total offloading schemes, such as DeepDecision [157], con-
nect powerful edge nodes with weak terminal devices, and the
deep-learning inference process can be executed at the terminal
or the edge side, depending on the tradeoff between rea-
soning accuracy, reasoning delay, model size, battery power,
and network conditions. Partial offloading refers to offload-
ing some computing tasks to the edge-side node/cloud center,
which requires the offloading system to support online fine-
grained partitioning of tasks and determine how to assign these
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TABLE II
COMPARISON OF DIFFERENT TYPES OF MDRL

divided tasks to terminal devices and edge nodes. For example,
the IONN system [158] divides the model into multiple parti-
tions and offloads them to the edge nodes according to certain
policies. The edge nodes receive the partition model and build
the model incrementally when each partition model arrives.

MAS [159] is also playing an important role in NSAI, e.g.,
for multi robot cooperation, distributed control, resource man-
agement, collaborative decision making, and so on. Typical
multiagent learning algorithms include multiagent reinforce-
ment learning (MARL) and multiagent DRL (MDRL),
which enable multiagent to find the optimal strategy
independently [160]. According to the communication modes
between agents, current MDRL can be divided into four cat-
egories: 1) “analysis of emergent behaviors” [161], [162]
applies the single-agent learning algorithm to the multiagent
scene, in order to observe whether there will be new behav-
iors, such as learning to cooperate, compete or generate new
languages; 2) “learning communication” [163] has agents to
solve cooperative tasks by learning communication proto-
cols; 3) “learning cooperation” [164] has agents to cooperate
under incomplete observation without communication; and
4) “agents modeling agents” [165] has agents to complete tasks
by interrupting and modeling other agents’ behaviors. The
advantages and disadvantages of various MDRL algorithms
are shown in Table II.

MRDL can be presenting a foundation for online evolutive
learning (OEL), where the NSAI can be online evolutive in
terms of learning from the environment and other AI agents
online, as a “society” of AI. The state-of-the-art AI is still
dominated by supervised learning, requiring expensive data
engineering and offline labeling. The OEL of NSAI can be a
paradigm shift, which adapts NSAI to newly generated data
and nonstable environmental changes in real time. It may
also eventually contribute to the generalized AI system that
can adapt to the dynamic changes of open and real-world
environments.

2) AI-Empowered Network Configuration: With the
5G/B5G background, AI is playing an important role to
realize intelligent networking, for dynamic and diversified
smart services. Network configuration is no longer just a tool
to assign parameters or resources to a virtualized service,
but more intelligent algorithms are being developed for AI-
empowered network configurations. In the future B5G/6G, the
hybrid SDN is evolving into a networking architecture (e.g.,
in SCN) where both centralized and decentralized paradigms
coexist and communicate together to configure, control,
change, and manage the network behavior, for optimizing
network performance and user experience. Through learning
features from the big data generated by the wireless network
infrastructure and sensor devices, network configurations
can be optimized in real time, resulting in better network
performance. Under the paradigm of AI-empowered network
configuration, new performance metrics such as configurabil-
ity, i.e., how swift the network can be configured, needs to be
studied in supporting real-time network adaption.

The AI-aided network configuration has been studied for
cellular networks [166], [167]. The Autonomous Networks
Project from tmForum [168] aims to define fully auto-
mated, zero-wait, zero-touch, and zero-trouble innovative
network/ICT services for vertical industries, supporting self-
configuration, self-healing, self-optimizing, and self-evolving
telecom network infrastructures for telecom internal users,
i.e., for planning, service/marketing, operations, and man-
agement. Autonomous Networks incorporated a simplified
network architecture, autonomous domains and automated
intelligent business/network operations for the closed-loop
control of the digital business, offering the best possible user
experience, full lifecycle operation automation, and maximum
resource utilization. Shafin et al. [9] and Pan et al. [178]
showed a typical framework of cellular network optimization
based on DRL with the help of a physical model. One of the
key tasks is to predict users’ future service requests, location,
and mobility, and the network conditions in cellular networks.
For example, the processing resources of the central unit can
achieve more pooling gain according to the predicted traffic
fluctuation. In addition, some access resources can be turned
off if no traffic is predicted in the corresponding coverage
area. Another preferred example of AI-empowered network
configuration can be intelligent vehicular networks. The vehic-
ular network brings unprecedented challenges to traditional
wireless communications systems due to its strict and diverse
QoS requirements, as well as the inherent dynamics in vehic-
ular environments, such as fast time-varying wireless channels
and network topology. AI provides a powerful tool to tackle
these problems in network configuration [169]. Among other
works, Roy et al. [170] introduced BiSON, a new bioinspired
self-organizing solution for automated and efficient PCID con-
figuration in 5G UDN. Ren et al. [171] proposed a VNF
Dynamic Auto Scaling Algorithm considering the tradeoff
between performance and operation cost, and developed an
analytical model to quantify the tradeoff and validate the anal-
ysis through extensive simulations. Pérez et al. [172] proposed
a 5G-oriented solution for proactively detecting and mitigat-
ing Botnets, which is a widely used testing network in highly
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Fig. 13. Blockchain for AAA in NSAI.

dynamic 5G networks. Bega et al. [173] presented DeepCog,
a deep neural network architecture inspired by advances in
image processing and trained via a dedicated loss function.
Unlike traditional traffic volume predictors, DeepCog returns
a cost-aware capacity forecast, which can be directly used by
operators to take short-term and long-term reallocation deci-
sions that maximize their revenues. Maksymyuk et al. [174]
proposed a deep-learning-based mobile network management
and configuration solution for 5G/B5G. Lee et al. [175] used a
deep learning framework to solve distributed nonconvex con-
strained optimizations in wireless networks, where multiple
computing nodes, interconnected via backhaul links, operated
to determine an efficient assignment of their states based on
local observations.

3) Evolution of AAA: AAA has been a framework for
controlling resource access, enforcing policies to use those
resources, and auditing their usage. These processes are fun-
damental building blocks for effective network management
and security. Authentication provides a way of identifying a
user, typically by having the user enter a valid user name
and valid password before access is granted. The process of
authentication is based on each user having a unique set of
criteria for gaining access. Authorization is the process of find-
ing out what an authenticated user can do within the system.
The authorization process determines whether the user has
the authority to perform such actions. Accounting is the pro-
cess of logging the activity of an authenticated user, e.g., the
amount of data a user has sent and/or received during a ses-
sion, called APIs, etc. Many types of research were done in
the traditional AAA. Especially, in the 5G/B5G network area,
Zarca et al. [176] proposed the AAA management method

in NFV/SDN-enabled IoT scenarios. For the virtual network,
Wong et al. [177] proposed a virtualized AAA (V-AAA) for
the 5G network.

In NSAI, the traditional centralized AAA structure is
facing great challenges because of the increasing demand
from access devices and more frequent access authentication
requests [178]. Meanwhile, the authorization and accounting
tasks are also very increased in volume, due to larger scale
applications. From the perspective of the GSS Tier, blockchain
technology is providing a promising framework for distributed
AAA, as illustrated in Fig. 13. As a decentralized data struc-
ture, the strong immutability, nonrepudiation, and auditability
of blockchain contribute to the safer operation of the authen-
tication system [179], and the pressure of data transmission
and processing can be significantly relieved [180]. With the
application of cryptographic algorithms, such as group signa-
ture and ring signature in the data structure, the data can also
have higher anonymity [181]. Kiyomoto et al. [182] proposed
a blockchain-based authorization architecture for B5G mobile
services, for the problem of information disclosure caused by
identity authentication. Kravitz and Cooper [183] proposed to
use the licensed blockchain to protect and manage multiple
IoT nodes. The system provides a distributed identity manage-
ment solution, which improves security and prevents attacks
by rotating asymmetric keys. Hashemi et al. [184] proposed
to improve access management by defining a blockchain-
based multilevel mechanism, which would specify capabilities,
access lists, and access rights. Rashid and Pajooh [185]
proposed a security framework for IoT authentication and
authorization based on blockchain technology. Pouraghily
and Wolf [186] proposed a ticket-based verification proto-
col for blockchain transactions accounting on IoT devices.
Franco et al. [187] introduced a blockchain-based reverse auc-
tion solution that can help to reduce costs involved in VNF’s
commercialization and monetize NFV-enabled infrastructures.

As a result, the NSAI architecture can be presenting a
convergence of 5G/6G, AI, and blockchain. The blockchain
could be implemented into two parts of NSAI. One is the
ledger system using the Proof-of-Stakes (PoS) mechanism to
manage the credit and trust in the AAA system. Another
is the blockchain node integrated on the virtual service
level to provide user-specific AAA service. The hierarchi-
cal and distributed V-AAA architecture for 5G systems [177]
was conceived to handle multitenancy, multinetwork slicing,
and multilevel services. A new hierarchical and distributed
database architecture is also considered to interwork with
V-AAA, capable of coping with the network flexibility, elas-
ticity, and traffic fluctuation.

It is however worthwhile to note that the blockchain tech-
nology still needs to be further improved, in order to satisfy
the requirements of NSAI AAA, especially in its through-
put and latency, in order to satisfy the real-time massive data
transactions in the system.

D. Application Tier

The role of the APP Tier is to provide users with specific
and groundbreaking user experiences, based on smart services
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Fig. 14. Digital twin architecture [257].

provided by the bottom GSS tier. The APP Tier can realize
intelligent planning and management, support automation ser-
vice, smart city, smart industry, smart transportation, smart
grid, smart health, and other intelligent applications. As GSS
virtually transforms NSAI into a distributed computing system
that converts massive real-time data into knowledge, the APP
Tier can use technologies, such as digital twin, augmented
reality (AR), virtual reality (VR), and knowledge graph (KG)
to build variable applications. The digital twin can be uti-
lized to reflect and connect the physical world to the digital
world. AR and VR can be utilized to implement augmented
and immersive experiences. KG [188], [189] can be utilized
to implement knowledge reasoning, and understanding the
information semantics, thus generating the optimal decision.

1) Digital Twin: Digital twin [190] is a digital replica of
a living or nonliving physical entity which includes potential
and actual physical assets (physical twin), processes, people,
places, systems, and devices that can be used for various
purposes [116]. As shown in Fig. 14, the digital representation
provides both the elements and the dynamics of how a smart
device operates and lives throughout its life cycle. Definitions
of digital twin technology used in prior research empha-
size two important characteristics [192]. First, it emphasizes
the connection between the physical model and the corre-
sponding virtual model or virtual counterpart [193]. Second,
this connection is established by generating real-time sensor
data [194]. The concept of the digital twin can be compared to
other concepts, such as cross-reality environments or co-spaces
and mirror models, which aim to synchronize part of the phys-
ical world (e.g., an object) with its cyber representation [195].
The digital twin can integrate IoT, AI, machine learning and
software analytics with spatial network graphs [196] to cre-
ate living digital simulation models that update and change as
their physical counterparts change. Digital twin continuously
learns and updates itself from multiple sources to represent its
near real-time status, working condition, or position. The dig-
ital twin also integrates historical data to factor into its digital
model [197].

The specific information contained in the digital twin is
driven by use cases. An example of digital twin is the use

Fig. 15. Immersive technology [258].

of 3-D modeling to create digital companions for physical
objects [198]. It can be used to view the status of the actual
physical object, which provides a way to project physical
objects into the digital world [199]. Digital twin originated in
the field of industrial manufacturing, but it has been applied
to various fields of smart city, including urban microspace,
transportation, education, medical, and energy. Under the
framework of NSAI, a more powerful digital city replica
can be built. In this digital replica, the operating status of
infrastructure (water, electricity, gas, transportation, etc.), the
deployment of municipal resources (police, medical, fire, etc.),
etc., will be collected through sensors, cameras, and digital
subsystems, and delivered to the digital replica.

2) Immersive Computing: Immersive technology refers to
technology that attempts to emulate a physical world through
the means of a digital or simulated world by creating
an immersive feeling. As illustrated in Fig. 15, immersive
technology enables mixed reality (MR), which is a com-
bination of VR and AR, or a combination of physical
and cyberspaces [200]. In some cases, the term “immersive
computing” is effectively synonymous with MR as a user
interface [201], [202].

VR is a simulated experience that can be similar to, or
completely different from the real world. State-of-the-art VR
systems use either VR headsets [203]–[206] or multiprojected
environments to generate realistic images, sounds, and other
sensations that simulate a user’s physical presence in a vir-
tual environment [207]. A person using VR equipment can
look around the artificial world, move around in it, and inter-
act with virtual features or figures. The effect is commonly
created by VR headsets consisting of a head-mounted display
with a small screen in front of the eyes but can also be created
through specially designed rooms with multiple large screens.
VR typically incorporates auditory and video feedback, but
it may also allow other types of sensory and force feedback
through haptic technology [208].

AR [209] is an interactive experience of a real-world envi-
ronment where the objects in the real world are enhanced by
computer-generated perceptual information, sometimes across
multiple sensory modalities, including visual, auditory, haptic,
somatosensory, and olfactory [210], [211]. AR can be defined
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Fig. 16. KG technology chain.

as a system that fulfills three basic features: 1) a combination
of real and virtual worlds; 2) real-time interaction; and 3) accu-
rate 3-D registration of virtual and real objects [212]. As a
result, AR alters one’s ongoing perception of a real-world
environment, whereas VR completely replaces the user’s real-
world environment with a simulated one [213]. AR is related
to two largely synonymous terms: 1) MR and 2) computer-
mediated reality. The primary value of AR is how components
of the digital world are blended into a person’s perception
of the real world through the integration of immersive sen-
sations. The information about the surrounding real world
becomes interactive and can be digitally manipulated, which
can be either virtual or real. Augmentation techniques are typ-
ically performed in real time and in semantic contexts with
environmental elements.

Together with AR/VR and other technologies, immer-
sive experiences can be provided in several areas, including
retail and e-commerce [214], art and entertainment [215],
military [216], education [217], and medicine [218]. It is also
growing in the nonprofit industries, such as disaster relief and
conservation, by putting a user in a situation that would elicit
more real-world experience and giving them a stronger emo-
tional connection to the situation. As immersive technologies
are becoming mainstream, they will likely pervade in other
industries as well.

3) Knowledge Graph: As shown in the technology chain
of Fig. 16, knowledge acquisition refers to extracting knowl-
edge of related entities, attributes, relationships, and events
from different sources and structured data. The entity is
the core unit of KG. The traditional entity recognition
method is dominated by statistical models, such as HMM
and CRF. BiLSTM + CRF [219] model avoided the feature
template construction of traditional CRF, and two-way LSTM
was utilized to make better use of the semantic information.
Entity classification is the classification of extracted entities.
Relationship extraction is the automatic extraction of spe-
cific semantic relationships between entities to supplement
the missing relationships in the graph. The method based on
bootstrap learning extracts new relationships with a few seed
instances or templates and then generates more templates with
new results, e.g., KnowItAll [220] and TextRunner [221].
Remote supervision [222] took existing triplet information as
seed and matches information containing both subject and
object as annotated data of relationships. To further improve
the accuracy, Zheng et al. [223] proposed to use an end-to-
end model of a neural network to realize entity recognition

and relation extraction at the same time, to avoid the cumu-
lative impact of error accumulation caused by the results of
early entity recognition on relation extraction.

Knowledge fusion mainly solves the problem of multi-
source heterogeneous data integration. Entity fusion mainly
involves schema fusion, entity alignment, entity link, and
other technologies [224]. A schema is a model for a KG
whose fusion is equivalent to a merge of the type and proper-
ties. Zhao et al. [225] comprehensively introduced the latest
research progress of opensource knowledge fusion, multi-
knowledge graphs fusion, information fusion within KGs,
multimodal knowledge fusion and multisource knowledge col-
laborative reasoning. Xu et al. [226] introduced the knowledge
fusion taxonomy to understand the relationships among tradi-
tional marketing analytics, big data analytics, and new product
success. For instance, alignment, it can be regarded as a sort-
ing problem to find the top matched instances, or a dichotomy
problem to find whether to match. Its characteristics can be
obtained based on entity attribute information, schema struc-
tured information, semantic information, etc. Entity alignment
is an important process in multisource data fusion, where the
data from different knowledge-based systems are distinguished
for the same entity, and then fused to generate the unique
entity in the knowledge base. Once a KG is constructed, how
to accurately match the corresponding entity in the graph and
then extend the relevant background knowledge is an entity
link problem. Entity links primarily rely on a many-to-many
mapping table between entities and need to correctly locate
the entity mentioned by the user, understand the real expres-
sion intention of the user, to further explore user behavior, and
understand user preference.

Knowledge representation is a description and agreement of
knowledge data, making the computer understand knowledge
like a person. Most KGs use a symbolized method for repre-
sentation, where the resource description framework (RDF)
is the most commonly used symbolic semantic representa-
tion model. For example, <Subject Subject, Predicate, Object
Object> expresses an objective fact, and the method is intu-
itive and understandable, with interpretability and reasoning.
The embedding algorithm based on vector presentation has
emerged to train a representable vector for each entity and
relationship, which can characterize and further explore hidden
knowledge. Common embedding models include Word2Vec
and Trans series [188], [227].

Reasoning based on KG aims to derive new knowledge
based on existing knowledge information, including entity
relationship, attribute, etc., or identifying error relationships. It
can be divided into symbol-based reasoning and statistic-based
reasoning. The former generally creates new rules of entity
relations according to classical logic, or judges the contradic-
tions of existing relations, while the latter learns new entity
relations from the graph through statistical rules. For example,
to prevent users from carrying out lateral movement attacks
in an edge–cloud computing environment, Tian et al. [228]
proposed a real-time lateral movement detection method,
named CloudSEC, based on an evidence reasoning network
for the edge–cloud environment. Wang et al. [229] proposed
a scheme to integrate knowledge reasoning and semantic
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data where the reasoning engine processes the ontology
model with real-time semantic data from the production pro-
cess. Jiang et al. [230] proposed a knowledge-bridge graph
network (KBGN) model by using a graph to bridge the cross-
modal semantic relations between vision and text knowledge
in fine granularity, as well as retrieving the required knowl-
edge via an adaptive information selection mode. Chen and
Luo [231] proposed an automatic literature KG and reasoning
network framework based on ontology and natural language
processing, to facilitate efficient knowledge exploration from
literature abstract.

A KG contains rich semantic information and a deep
understanding of semantics. It can provide more direct and
accurate query results in the fields of recommendation, search,
and question answering. Through the relationship between
entities, personalized recommendation extends the similar
entities that users prefer, and provides interpretable recom-
mendation content. On the one hand, the graph provides
feature information of entities in multiple dimensions; on
the other hand, the representation learning vector contains
certain semantic information, which searches for recom-
mended entities favorable to users’ preferences. For example,
Chen et al. [232] proposed to utilize opensource knowl-
edge resources autonomously for human–robot interaction.
Liu et al. [233] proposed a knowledge-enabled language rep-
resentation model with KGs, where triples were injected into
the sentences as domain knowledge.

IV. EXEMPLARY APPLICATIONS

We now present a few exemplary applications of NSAI,
which typically require strong integration and interactions
among cyberspace, the physical world, and target users. In
terms of smart service provision, the requirements can include
more real-time and reliable service rendering to ensure a
strong interactive user experience and safety, and more intelli-
gence in terms of AI agents learning from the open operating
environment and human requirements in an online-evolutive
fashion. Without the paradigm shift as presented by NSAI, the
service reliability and target-user experience of these applica-
tion scenarios cannot be possibly realized, especially in the
dynamic networking and service environments. The features
of “real-time intelligence” will also be an enabler for the
next-generation Internet-based on NSAI.

A. Urban Microspace Service

Billions of devices and sensors are being deployed over
global urban areas, which automatically collect data on every-
thing from traffic to weather, energy usage, water consump-
tion, shopping information, carbon dioxide levels, and more.
The data are aggregated and transported to stakeholders where
they are stored, organized and analyzed to understand what is
happening and what is likely to happen in the future. NSAI-
based urban microspace service connects and integrates the
physical environment and the real-time events into an AI-based
virtual system. With the popularity of digital-twin technolo-
gies, the system can converge all involved parties, online and
offline, physical and digital world. Smart urban microspace

Fig. 17. Example of urban microspace service.

services can include smart community, smart building, smart
work-space, smart shopping mall, other smart zones, etc. Some
key features [234] of the urban microspace service can include
the following.

1) Convergence of IoT and Mobile Internet: The future
microspace service will converge sensor networks, IoT,
Internet, and mobile networks, within the NSAI architecture
and framework. All data can be integrated into the NSAI,
and analyzed, mined, reused in real time. Meanwhile, all
analyzed cyber data can be feedback to the corresponding
physical world. The remote connecting and controlling of sen-
sor devices can be more convenient. The number of links
among the devices and the efficiency of data transmission
are greatly improved, which can realize ultrareliable large-
scale machine-to-machine and human-to-machine interactions.
The Internet, 5G together with the IoT, will work as integral
parts of the NSAI virtual networks and services, providing
customized service based on the specific user requirements.

2) Synchronization of Online/Offline Services: All offline
information, e.g., from the physical world, can be digital-
ized and synchronized with the online cyber system in real
time. All instructions and events generated by the users or
supervisors in the digital world shall also be fed back to the
physical world. Based on the synchronization, people can get
to know everything about the status, events, and services of
the offline microspace by the digital online system. Digital
twins of streets, communities, shopping malls, and buildings
and commerce can be generated, making it easier to monitor
and manage physical facilities online, and to search, view and
use the services as provided by the physical world.

3) Immersive User Experience: Based on AR/VR tech-
nologies, one can build an identical digital copy of the physical
world. The new digital world is in parallel to the corresponding
physical world, and all actions made in the digital world can
be realized in the physical world. Meanwhile, AI will play
a key role to improve the user experience both in the digi-
tal and the physical worlds. The immersive experience allows
users to experience, look around, and interact in the real-time
3-D space-time scene at any time and anywhere.

The NSAI-based urban microspace service can provide
users with unprecedented experience beyond the current
mobile Internet. For example, in Fig. 17, John suddenly feels
like going to Lafayette in Paris for shopping. He does not need
to suffer the long trip by flights, taxi and trains. He can just do
it virtually with the smart shopping mall service. The physical
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Fig. 18. Example of transportation service.

Lafayette shopping mall can be copied to the virtual world
so that John can experience the real-time Lafayette online.
Virtually, he can feel the physical world like weather, a new
decoration for Christmas, customers and crowd, brands adver-
tisement, promotion, in-stock products, etc. John is involved
in the digital world as a digital customer and looks around or
shops whatever he wants. He can walk into the LV or Channel
shop to check the new arrivals. The item he selected will be
shown to him in a 360-degree 3-D VR scene. He can talk to
the clerks in real time to confirm the information, promotion,
or price of the selected product. If he wants to buy, the product
will be charged and then delivered to his home automatically.
He can also use an AI chatbot to search the items in his wish
list and get precise results in real time. The whole “go shop-
ping in Paris” process can be implemented by the NSAI-based
service seamlessly and smoothly, giving consumers a real-time
and rich interaction experience.

B. Transportation Service

NSAI-based intelligent transportation systems converge
people, vehicles and road infrastructure into a massive but inte-
grated AI entity. It can collect vehicle and road information
in real time, and control its operation, monitor intersections,
management information, traffic conditions, vehicle speed,
etc. With the service, people can experience new functions,
such as a shared individual trip, customized group trip, fully
autonomous driving, etc. Some key features [235], [236] can
include the following.

1) Fully Autonomous Driving: NSAI can accelerate the
transformation from the Internet of Vehicles to fully
autonomous driving. Internet of vehicles is a large system with
wireless communication and information exchange between
vehicles and everything. Internet of vehicles can be the basis
for fully autonomous driving, which presents an integration of
AI, visual computing, radar, monitoring devices, and global
positioning systems. Full autonomous driving not only relies
on efficient and real-time data computation but also needs
real-time access to road infrastructure and Internet data. As
a result, fully autonomous driving is no longer limited by the
computing and sensing capability of any single vehicle, but
depends on the whole network to coordinate all vehicles and
road infrastructure for efficiency and safety.

2) Vehicle-Road Synergy: The development of vehicle-road
synergy (VRS) realizes intelligent collaboration between vehi-
cles and road infrastructures. VRS can ensure traffic safety,
improve traffic efficiency, reduce urban pollution, and, thus,
form a safe, efficient, and environmental-friendly road traf-
fic system. NSAI-based VRS can present the new trend of the
intelligent transportation system, where the integration of road
network, sensor network, control network, and energy network
can accelerate the simultaneous operation of different levels of
smart vehicles on the same road infrastructure.

3) Smart Traffic Management: The NSAI-based intelligent
transportation system can realize the convergence of roadside
stations, onboard equipment, smartphones, and other commu-
nication terminals, to set up a control center for urban traffic
management with a global view. Smart traffic management
can update the routes of all vehicles in real time to avoid
urban traffic congestions. It can also provide emergency assis-
tance to ambulances and police cars where the road can be
automatically cleaned without halting the traffics.

The intelligent transportation service will provide people
with groundbreaking experiences. For example, in Fig. 18, on
a fully automated driving road, traditional traffic-light-based
control will become history. All vehicles can automatically,
orderly and safely stop, turn, change lanes, move back, and
move forward under the collaborative work of vehicle, road,
and cloud. John can read newspapers or prepare meeting mate-
rials in his self-driving car and can also change destinations at
any time through the chatbot in the car. In emergent situations,
such as an ambulance applying for an emergency passage, the
NSAI-based traffic service replans all vehicle operating paths
in the cloud and roadside servers, and provides the ambulance
with a cleaned green lane without any traffics or obstacles in
real time.

C. Healthcare Service

NSAI-based healthcare services integrate the doctors,
patients, hospitals, health management agencies, and govern-
ment supervisors as a networking system and provide seamless
smart services to all involved parties. Healthcare service can
be provided continuously with high quality through a life-long
cycle. All the data generated by people, patients, doctors, hos-
pitals staff, or equipment can be stored, secured, retrieved,
analyzed, or shared. Medical resources can also be shared
among doctors and hospitals. Patients can be checked by
a doctor or medical equipment remotely, and doctors can
also retrieve all the shared data from either local or remote
databases. Therefore, the physical boundary of hospitals and
the geographical boundary of cities would be eliminated in
healthcare. The NSAI-accelerated medical service can improve
the efficiency of doctors and hospitals significantly, and
revolute state-of-the-art health management, treatment, and
hospital management. Some key features [237], [238] of the
NSAI-based healthcare service can include the following.

1) Connected Healthcare: The whole life cycle of health-
care service is being rebuilt, by connecting residents, doc-
tors, hospitals, medicine, health management, medical care,
etc., to provide healthcare-relevant services, including health
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Fig. 19. Example of healthcare service.

assessment, doctor appointment, health/hospital files, birth cer-
tificates, vaccinations, home delivery of medicines, medical
checking and inquiries, health status notification, and oth-
ers. Doctors can retrieve the health data with authorization to
accelerate the precise diagnosis. For special groups of patients
like hypertension, diabetes, infants and young children, and
pregnant women, their real-time status can be traced promptly.

2) Smart Patient Monitoring: Patient monitoring systems,
including bedside monitors, require more flexibility, relia-
bility, and security. By the NSAI-based healthcare network,
patient monitors can roll alongside patients as they moved
from one room to another, with continuous smart monitoring.
The AI-based controller automatically recognizes whenever a
patient monitoring device joins the network, where real-time
data are processed, analyzed, and streamed by the networking
system.

3) Telehealth Applications: Telehealth services can over-
come geographic barriers, reduce the time spent between
diagnosis and therapy, and help in the early identification
of health issues, especially in many developing countries.
Telehealth systems are composed of healthcare facilities with
different complexities and practices. In most countries, pri-
mary care facilities are the gateway to patients in the healthcare
network, where patients can be further referred to special-
ized care in clinics or hospitals. The diversity of telehealth
modalities can be used in different contexts and specialties.
More advanced telemedicine innovations require higher qual-
ity, uninterrupted network service. Telesurgery, for example,
could allow for expertized surgeons to help local surgeons in
performing emergency procedures from remote locations.

The NSAI-based healthcare service connects all medical
resources and involved parties, to realize ubiquitous and
personal-customized health management for everybody. The
system adapts to everybody and continuously improve auto-
matically. For example, in Fig. 19, John is a senior person who
is under monitoring by the healthcare service. His health data
can be obtained from wearable sensors daily and transmitted
to the system in real time. If he falls accidentally, the system
can detect the accident immediately and send an ambulance
to pick him up to the proper hospital automatically. In the
hospital, the doctor can retrieve all his healthcare and medical
data to decide if he needs more diagnoses. If required, remote
diagnosis can be applied by the equipment in another hospital.
If John may need surgery, remote doctors may perform a

Fig. 20. Example of educational service.

telesurgery system when necessary. After the medical care,
John will be further monitored by the smart patient-monitoring
system seamlessly. After discharge, his health condition can
still be analyzed continuously at home and in the community.

D. Educational Service

NSAI-based educational services similarly integrate the stu-
dents, teachers, schools, academies, universities, libraries, and
all learning resources, and provide seamless service to stu-
dents, teachers, and supervisors. Life-long learning can be
realized with the AI-based educational network and service.
Besides human teachers, students can also learn from AI teach-
ers. The data generated by students, teachers, publishers, or
other parties can be stored, secured, retrieved, analyzed, or
shared easily. The physical boundary of schools and the geo-
graphical boundary of cities would then be eliminated. The
NSAI-accelerated educational service will improve the effi-
ciency of learning and teaching significantly and solve the
uneven learning-resource problem among cities and countries.
Students can also benefit from the personalized and cus-
tomized learning/training procedure, where everybody can be
educated uniquely. Some key features [239] can include the
following.

1) Adaptive Learning: The rapid development of AI and
networks has made the so-called “adaptive learning” possi-
ble. First, a large amount of data about students’ learning
behavior and preference can be generated in real time, where
teaching methodologies and interactions can be dynamically
reconfigured accordingly. The efficiency of the learning pro-
cess can then be increased continuously. A student’s learning
progress is not only determined by the teacher now but also by
the machines that observe and analyze the student’s learning
process in real time.

2) Smart Class: With AR/VR technologies, students can
explore concepts by touching, pinching, and zooming the sub-
ject. Teachers can automatically log in to the smart-class
system as soon as they enter the classroom, where stu-
dents can deliver feedback digitally. Children with special
needs may require more frequent or full-time assistance from
teachers, where robot applications can help students continue
their education outside the classroom, delivering the same
responsiveness as in the classroom to their phones or pads,
regardless of the distance or location.
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Fig. 21. Example of industrial service.

3) Virtual Classroom: A virtual classroom is an online
space that simulates a live classroom. Learning sessions are
usually synchronous with teachers and students to interact in
an online space in real time. State-of-the-art virtual classroom
often includes the following features: video conferencing that
facilitates communication; a digital whiteboard that offers real-
time explanations and/or collaboration; participation controls
that students can still “raise their hands” or otherwise par-
ticipate in lessons; and subchats or group chats that students
can collaborate in small groups online, e.g., breakout rooms.
Virtual classrooms can range from an optional supplementary
resource to the whole educational program in curriculum.

The NSAI-based educational service is changing the way of
learning and teaching, which can intelligently adapt to every
person and continuously improve. For example, in Fig. 20,
John has a daughter Jennie in the age of primary school. He
can choose to join her class remotely when needed. When
Jennie is talking, the system can track her emotions, analyze
her voice, and develop a real-time emotional state diagram.
Therefore, the system can check whether she is paying atten-
tion and remind her accordingly. The system can also help
the teacher to find if Jennie understands a specific concept.
Her learning dynamics can be captured in real time so that
the most suitable learning path for her can be customized and
recommended to improve her learning efficiency. Personalized
and customized learning can be realized. After the class, an
AI teacher can continue to expand Jennie’s learning process
and help to develop her interests and specialties.

E. Industrial Service

The industrial Internet is deemed as a key infrastruc-
ture linking the entire industrial system, industrial chain,
and value chain to support the development of industrial
intelligence. NSAI-based industrial services connect the cus-
tomer order, manufacturing, logistics, sales, and warranty and
integrate people, design houses, factories, warehouses, and
supply chain agencies into one networking system. Some key
features [240], [241] can include the following.

1) Customer-Driven Industrial Model: The driving force of
all product iterations is to meet customers’ needs, discover
value from customers, and transform it into a real business.
With the NSAI-based industrial service, fast, small-batch, cus-
tomized products to meet the individual needs of customers are

Fig. 22. Example of agricultural service.

becoming a reality. The supply, manufacturing, and sales can
be digitized, where rapid, effective, and personalized industrial
products can be realized. Through the massive data analysis,
the system can predict customer behaviors, to greatly improve
user experiences; and it can also reduce the mismatch between
production and sales at the same time.

2) Smart Manufacturing Process: From the perspective
smart manufacturing process, the industrial Internet can be
summarized with three key points. Data collection is the
foundation where ubiquitous sensing technology implements
efficient data collection and aggregation from multisource
devices, heterogeneous systems, operating environment, per-
sonnel information, and other elements. The industrial service
platform is the core that builds an extensible operating system
on the existing mature infrastructure, to provide a basic plat-
form for industrial application development. The industrial
applications are the key for specific industrial scenarios in
promoting the modeling and software packaging of industrial
technology, experience, knowledge, and best practices.

3) Convergence of Automation and Informatics: Through
NSAI, an interconnection can be formed between people and
machines, machines and machines, and services and services,
thereby achieving a high degree of horizontal, vertical, and
end-to-end integration. Industrial smart service presents the
convergence of automation and informatics which can create
the end-to-end production process guided by the value chain,
realizing the effective integration of the digital world and the
physical world, and converging the product value chain with
different companies and customer needs.

For example, in Fig. 21, John has just renovated his house
and needs to order a set of new furniture. He places an order
through the furniture factory’s system, which can be an entry
point of the following smart manufacturing services. First,
John can easily reconstruct the house in a 3-D digital model
by his smartphone, and an AI-based designer can interact with
him on the customized design, including styles, colors, mate-
rials, etc. After John confirms his design scheme, production,
and supply chain are fully customized and automated based
on John’s design. The manufactured furniture is directly deliv-
ered to John’s house through the smart logistic system. The
entire process can be carried out without manual intervention,
and all states and procedures can be controlled and tracked in
real time, providing highly accountable smart manufacturing.
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F. Agricultural Service

According to predictions from United Nations, the global
population will reach nine billion by 2030. More efficient agri-
cultural production will be the only way to feed the world’s
growing population. Traditional agricultural production mainly
relies on experience, which not only may waste human and
material resources but also can damage the Earth’s envi-
ronment. The circulation of traditional agricultural products
makes it difficult to accurately predict the market requirement,
weather, pests, and diseases. NSAI-based agriculture services
can be an integration of emerging technologies, to achieve
precision farming, visual management, and intelligent decision
making in agricultural production. Toward this end, it connects
all involved parties, including consumers, agriculture experts,
farmers, and dealers together to improve the efficiency and
precision of agricultural production and circulation. Some key
features [242], [243] can include the following.

1) Agricultural Environment Control: Agricultural envi-
ronment monitoring and prediction is the basis of future
agriculture service and can accelerate agricultural produc-
tion efficiency. By the real-time data analysis technology over
NSAI, the growth of crops, etc., can be predicted; the mois-
ture content, seedling condition, insect condition, and disaster
situations can be forewarned and analyzed; and environment
pollution information can be closely monitored.

2) Unmanned Field Operation: Unmanned agricultural
machinery, such as harvesters and tractors can work around
the clock. Moreover, unmanned agricultural machinery can
automatically and precisely plan routes, turn around, collabo-
ratively operate, and efficiently complete tasks. High-definition
video of field operations can be smoothly transmitted back to
the remote-control center in real time. Agricultural machinery
can also explore the surrounding environment in all directions
at high speed.

3) Precision Farming: The smart irrigation system uses
high-precision soil temperature and humidity sensors and
smart weather stations to remotely collect data, such as soil
moisture, PH value, nutrients, meteorological information, etc.,
to realize automatic moisture or drought forecasts, intelligent
decision making on irrigation water consumption, remote and
automatic control of irrigation equipment, etc. With precision
farming, accurate fertilization and proper irrigation can be
achieved. Meanwhile, smart irrigation can also automatically
adjust the required nutrient solution according to a specific
plant growth rate. Smart livestock accurately monitors the live-
stock reproductive process and growth dynamics, to realize
fast and efficient guidance for livestock breeding and building
management. Epidemic prevention can also be implemented.

For example, in Fig. 22, John’s farm uses the smart agri-
cultural system to manage the whole production process
automatically and precisely. The experts and expert database
can support the process as required. When a locust plague
occurs, satellite remote sensing can detect it in real time. After
computing and analyzing the disaster data through NSAI, route
plan and pesticide spraying pattern for a drone cluster can be
made automatically, and locust plague real-time images can
be sent back by the drones. Through the NSAI-based service

Fig. 23. Example of energy service.

through satellite sensing, IoT, drones cluster AI planning, and
intelligent networking, the locust plague can be eliminated
automatically and efficiently, to minimize potential damage.

G. Energy Service

Clean energy has been the direction of future energy devel-
opment. NSAI smart-energy service can realize not only
multienergy complementation, such as wind power and solar
energy but also the integration of power grids, heat grids, fuel
grids, and their transportation networks. The energy Internet is
becoming a wider and stronger smart grid with an ultrahigh-
voltage power grid as the backbone, the transmission of
variable clean energy as the lead, and interconnection and
ubiquity as key features. It combines the energy industry with
information technology and integrates energy production, stor-
age, transmission, and consumption together in managing the
entire energy ecosystem. Some key features [244], [245] can
include the following.

1) Convergence of Traditional and Clean Energy: Clean
energy power stations, such as solar energy and wind power,
are making the power supply and power consumption mode
more diverse and volatile. Traditional and renewable energy
will be integrated and connected as a whole system. NSAI-
based energy services can change the traditional centralized
AI into a large distributed intelligent network to realize
self-organizing, self-evolving, and real-time intelligence. The
deterministic low-latency and the flexible network-resource
configuration can provide a guarantee for “more real-time”
system response; and distributed AI can provide a more accu-
rate and online-trainable model with real-time data, to achieve
“smarter” scheduling and control.

2) Active Distribution Networks: The intermittent and
volatile characteristics of clean-energy power generation bring
difficulties to the grid power balance and operation con-
trol. The distribution network has changed from a passive
network with unidirectional power flow to an active network
with bi-directional power flow, which requires new moni-
toring and communication systems to achieve the goal of
reliability, flexibility and efficiency. NSAI can effectively
resolve the problems of distributed power plants, scattered
points, and large quantities of clean-energy distributed power
stations. The current distribution network has a wide vari-
ety of sensors, multiple data sources, and strong real-time
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performance for monitoring objects, such as power distribu-
tion rooms/stations, overhead lines, switching stations, etc. The
integrated networking system can therefore fully reflect the
characteristics of a more real-time and smarter system.

3) Efficient Dispatch and Control of Smart Grid: Smart
energy services can respond to energy inefficiency or energy
failure, and quickly resolve the issue. It adapts to all energy
production, storage, transmission, and sales procedure, to
strengthen energy management, reduce operation and main-
tenance costs, and save energy as much as possible. It can
also eliminate human intervention with decentralized real-time
records, trace energy production and consumption, and help
various users to intuitively understand the quantity and price
of energy with the most applicable energy solution.

The NSAI-based energy service will intelligently improve
the efficiency of energy usage and reduce energy waste, as
shown in Fig. 23. On the demand side, smart meters for
consumers like John or his company, and sensors along trans-
mission lines can continuously monitor demand and supply.
Equipment named “synchronized phase” can measure the grid
power flow in real time, enabling operators to actively man-
age and avoid interruptions. These sensors communicate with
the grid and modify the way of electricity consumption dur-
ing off-peak hours, which can further reduce the workload
of the grid and reduce the cost. On the supply side, NSAI
will allow for a transition to increase the production of clean
energy and minimize the natural intermittent interference, e.g.,
caused by changes in sunlight and wind. When the operation of
clean energy exceeds a certain threshold, e.g., due to increased
wind or sunny days, the grid will reduce the production of fos-
sil fuels, thereby limit greenhouse gas emissions. All energy
can be used as efficiently as possible, and fossil-fuel power
generation becomes only required when necessary.

V. CHALLENGES AND RESEARCH OPPORTUNITIES

A. Achievable Capacity of Massive Wireless Networks

Shannon’s theory on channel capacity has been the founda-
tion of the information theory, which proved the throughput
limit of a point-to-point communication link with unlimited
coding latency. Shannon gave a simple equation to describe
the channel capacity as C = B · log(1 + SNR), where B is the
channel bandwidth, and SNR denotes the signal-to-noise ratio.
What remains open in the point-to-point link is the achievable
capacity subject to QoS constraints, e.g., latency. Moreover,
in the network information theory, it has been only proved
that the end-to-end capacity can be further increased with the
number of nodes N, e.g., on the order of O(B · √N) for static
networks, and O(B · N) for dynamic and mobile networks. It
remains unclear what is the achievable network capacity under
end-to-end QoS constraints, e.g., flow throughput, latency, and
energy efficiency.

It has been reviewed in this article that by introducing
L2 cognitive multihop communications, a breakthrough on
classical Shannon capacity can be expected especially for
massive wireless networks. The latest evolution of cellular
standards has already provided the architectures, such as NR-
IAB and NR-Sidelink, where further technical contributions

are possible to be introduced on L2 multihop wireless commu-
nications. In massive wireless networks, power and rate control
of the radio nodes can require further research investigations,
since the combination of them not only changes all single-hop
communication QoS parameters but also the single-hop radio
range as well. Advanced radio power and rate control, e.g., by
AI, will contribute to identifying the actual network capacity
under end-to-end QoS constraints. A lot of groundbreaking
research opportunities can still exist in this area, as the com-
munication research community has been looking to break the
limit of Shannon capacity over decades. It is also interesting to
investigate the converged research with the latest development
of massive MIMO and NOMA, which further differentiate the
radio signals in space-time-frequency domains.

B. Intent-Oriented and Real-Time Network Configurability

The intent-oriented network presents a new shift of the
SDN/NFV paradigm, which exposes more and more network
configuration details to the supported smart services or appli-
cations. With more intelligence on network configuration from
service and application perspectives, real-time network con-
figurability becomes a real challenge and opens new research
areas to be studied. Traditionally, network configuration takes
place on a relatively large time scale. For example, in cur-
rent IPs and operations, network configuration usually takes
place when new devices join the network, and such con-
figuration usually remains static until the device leaves the
network or a specific failure happens. As a result, in the legacy
study of network configurability, little research has been given
on the real-time features of configurability, i.e., how swift a
network can be responding to the configuration commands.
In the target NSAI services, network reconfiguration can hap-
pen in a much smaller time scale, e.g., in terms of seconds or
even milliseconds, to better support the dynamic changes of
NSAI QoS. Such configuration can include network topology,
resource allocation, routing and load balancing, security, and
every other aspect of the SCN.

C. Soft and Multidimensional Resource Allocation

Due to the dynamic nature of network resource require-
ments in the SCN Tier, such as for computing, communication,
and caching resources, higher resource utilization efficiency
can be achieved, by having multiple virtual networks to share
the same physical resource, i.e., soft resource allocation. In
contradiction to soft resource allocation, hard resource allo-
cation provides guaranteed physical resources to a certain
virtual network. In traditional communication engineering,
spectrum resource sharing has been well studied particu-
larly in the media access control sublayer. However, when
multidimensional and heterogenous network resources are con-
sidered, resource sharing over multiple virtual networks can
require new methodologies and algorithms to be developed.
This challenge also presents research opportunities where lit-
tle previous work has been delivered. For the soft resource
allocation in SCN, it can be envisioned that various network
resource access mechanisms shall be developed, e.g., on a
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priority or contention basis, for different combinations of het-
erogeneous resources. Soft resource allocation would be used
along with hard resource allocation in SCN, to strike a fine
balance between efficiency and performance.

D. Dynamic Networking Protocols for Distributed AI

As is well known, current IPs have been insufficient in
handling network dynamics, such as frequent network topol-
ogy changes or resource variations. Traditionally, to deal with
device mobility, wireless communications have been limited
to the very last hop, and mobile IP was developed to pro-
vide mobile device roaming, by setting up a home agent and
a foreign agent in IP routing. However, mobile IP cannot deal
with network topology changes, and even frequent user/device
changes in the network can introduce unaffordable overheads.
Under the dynamic changes in the SCN Tier, new networking
protocols, e.g., for routing, transport, and load balancing, shall
be developed to support the distributed AI processing on top.
This challenge also presents great research opportunities to
develop a whole new intelligent Internet under NSAI. Since
the dynamic networking protocols can be constructed on top
of L2 in the virtual networks, backward compatibilities to the
current IP stack may be provided by overlay and underlay
networking techniques.

E. Online Evolutive Learning-Based AI System

As we have reviewed previously in this article, multiagent
learning, such as MARL and MDRL, can be presenting a
foundation of the “OEL” in NSAI. State-of-the-art machine
learning methods (supervised or semisupervised learning)
require expensive human data labeling that is usually infea-
sible in NSAI applications. Moreover, the statistical data
attributes in NSAI can also be nonstationary in most real-
world applications. OEL can present the paradigm shift, where
the NSAI shall be capable of adapting to the dynamic and
nonstable environment changes, i.e., newly generated and real-
time data, without human labeling or intervention. In other
words, NSAI shall be able to generate new knowledge by
exchanging information among the AI entities. For MDRL,
particularly, great challenges still exist to provide convergence
of the multiagent learning, and real-time interactions. On the
other hand, many research opportunities reside in investigat-
ing the online-evolutive and multiagent learning in NSAI, e.g.,
the generalization and convergence, to provide a generalized
framework of distributed AI computing in the GSS Tier.

Within the prospects of OEL, the divisions of machine
learning, including supervised learning, unsupervised learning,
and reinforcement learning could be united in a generalized
architecture, where the smart environment can be providing
real-time feedbacks to all the agents for online optimization.
The smart environment is created by a deep integration of
multiagents (i.e., the cyber world) and the physical world,
where laws of physical world can enforce constraints for the
convergence of the cyber world (i.e., the multiagent AI). It
can be foreseen that all fundamentals of state-of-the-art AI
algorithms may be revamped.

F. Multitime-Scale System Configuration

As discussed previously, traditional networking system con-
figuration based on IPs takes place at the hourly or daily
time scales. With the customized virtual network for smart
services, the AI-empowered network configuration however
can take places at much finer time scales, e.g., a second or even
millisecond levels. As configuration itself introduces network
overheads, it remains open to decide what configurations can
be tuned at smaller time scales, and what configurations shall
be reserved for larger time scales. For example, policies, topol-
ogy, and network-slice management intuitively shall be done
at larger time scales, whereas routing and load balancing shall
be performed at smaller time scales. On the network side, with
the toolsets of soft/hard multidimensional resource allocation,
resource reconfiguration can take place at all time scales. On
the application side, AI computation can often have a soft and
elastic requirement as well, which can be dynamically con-
figured, such as inference accuracy and latency. As both the
network conditions and application requirements can be soft
and dynamically changing, the GSS Tier shall be provided
with a set of APIs for AI-empowered network and applica-
tion configuration and joint optimization, while the technical
details of such configuration APIs remain open for research.

G. Super Power Efficiency and AI Society

Power efficiency has been presenting great challenges to
state-of-the-art AI computing. Due to the complexity of
advanced AI models, it has been argued that the current train-
ing energy cost on some GPUs can be even higher than
the actual energy cost of flying an airplane. Since the birth
of AI, people have been looking to design an AI computer
with similar functions or a similar number of operating neu-
rons as a human brain. However, although current micro
and nanoelectronics are being improved for 10–100 times
more power-efficient over time, e.g., by adopting new IC and
algorithm architectures as reviewed previously, state-of-the-
art electronics still consume about one million times more
energy than the human brain. With the development of NSAI,
we can envision an “AI society,” where lightweight algo-
rithms and computing devices can be possible collaboratively
execute sophisticated AI tasks, by leveraging the growing
communication capabilities. After all, we may have to con-
sider the following fundamental differences between humans
and computers. Although computers cannot be comparable to
humans in training or executing neural networks so far, the rate
of information exchange among computers far exceeds any
human languages. How to realize the superpower efficiency
in NSAI by integrating AI computing and communications,
remains open to be further investigated.

H. Hardware and Software Implementation

The recent advances in microcontrollers have made it
possible to execute sophisticated tasks that require high com-
putational capabilities as well as memory usage, e.g., in
the SHCity applications. Recent advances in communication
networks have made it possible to transfer a large amount
of data in real time. However, the requirements on terminal



SONG et al.: NETWORKING SYSTEMS OF AI: ON CONVERGENCE OF COMPUTING AND COMMUNICATIONS 20373

devices remain very strict in terms of energy consumption
and device size, and the cost of such devices still needs to
be further reduced. In the new era of NSAI, several vendors
are building their ecosystem where their devices may work
or interconnect smoothly without any challenge. However, the
interconnection between devices from different vendors and
different systems remains to be a serious challenge. A uni-
versal middleware in the GSS/SCN Tiers can overcome such
challenges, and potentially provide a standardized language for
applications across different device vendors and network oper-
ators. These challenges in hardware (HW) and software (SW)
implementation call for an open NSAI package for both HW
and SW.

I. Security, Accountability, and Privacy

As reviewed previously, security requirements can be pop-
ulated in all the tiers and layers, e.g., in physical communica-
tions, networks, services, and applications. By fully integrating
AI with the network, more intelligent security mechanisms
can be envisioned for NSAI, which include but are not lim-
ited to online risk analysis, trust management, and active
defense. How to design security mechanisms in the individ-
ual tiers of NSAI remains open for research. Accountability
issues are closely related to security but focused on validat-
ing the data and behaviors of all NSAI elements. Blockchain
technologies have been advocated for system accountabil-
ity, due to their fully distributed nature and auditability. But
many open research problems still exist for fully integrating
blockchain with NSAI, especially due to the massive vol-
ume of data generated by the networking system. Especially,
state-of-the-art blockchain throughput and latency need to
be largely improved, for logging and tracking the data and
behaviors of all system users and infrastructures. New and
scalable blockchain architecture needs to be developed to han-
dle the massive users and data in providing global smart
services.

It has been well argued that higher user privacy can be real-
ized by conserving user data locally, e.g., in federated learning.
However, under the architecture of NSAI and with the popu-
larity of envisioned NSAI smart services, AI will be exposed
to every aspect of people’s daily life, far exceeding the extent
of the current mobile Internet. User cognitions and behaviors,
model parameters, e.g., beyond raw data, are private to the
users, but are obviously exposed to the system. In order to deal
with the privacy protection issues of the future smart society,
as enabled by NSAI, it presents cross-disciplinary challenges
from both technical and social research perspectives. On the
one hand, privacy protection policies and legislation would be
needed in human society to decide the authorization and access
of user private information; and on the other hand, technolo-
gies need to ensure that every access and use of user private
information can be authorized, traceable, and auditable. As
the developments of computers, the Internet, smartphones, and
mobile Internet have been continuously reshaping the human
society over the past four decades, it is undoubtedly that NSAI
will once again profoundly reshape the modern human soci-
ety. It will be the responsibility of all research communities to

work together, in order to have humans and AI in an integrated
community that meets the common interests of all mankind.

VI. ROADMAP TO UBN

The prospect of UBNs can be envisioned-based upon the
NSAI framework but present an evolution of NSAI which
incorporates human intelligence by ABCI. In particular, we
consider that UBN can share the architecture of NSAI with
human-intelligence agents, which can eventually converge
human and AI, and seamlessly integrate cyberspace, the phys-
ical world, and human society. In presenting the roadmap to
UBN, we hereby review stat-of-the-art research and propose
a few generalized open research problems.

A. AI-Empowered Brain–Computer Interface

Brain–computer interface (BCI) research has been around
since the 1970s. Traditional BCI uses electroencephalo-
gram (EEG) to remotely control external devices for various
purposes. Recently, BCI research can also involve human hear-
ing and visual sensing, Kosmyna et al. [246] proposed to use
the visual image as a brain-machine interface control strat-
egy based on EEG. Min et al. [247] proposed processing for
SSVEP-controlled BMI. However, the EEG signal of the cere-
bral cortex is usually very prone to outside noise during the
signal acquisition process. Although aftermath noise reduc-
tion could be performed by advanced signal processing [248],
relevant intervention cannot be carried out in real time. The
development of fMRI provided alternatives to further under-
standing of the sensing cortex, for example, more than a dozen
cortical regions have been found and identified to participate
in visual functions [249], [250]. Some existing studies have
introduced pathway models and then used fMRI to divide
these functional areas into dorsal and ventral processing path-
ways by stereoscopic projection [251], [252]. As an invasive
way to acquire brain signals, Xie et al. [253] classified several
gestures with clear intraoperative craniotomy and electrocor-
ticography (ECoG) signals during epileptic seizure monitoring
and studied the location of BCI implanted into the cortex
accurately. Hochberg et al. [254] implanted an electrode chip
into the motor cortex of a paralyzed patient, enabling him to
control the movements of household appliances, such as an
electrical television and prosthetic limbs. Invasive brain signal
acquisition has the advantage of being accurate and almost
interference-free, as compared to EEG; it can also be specific
to functional brain parts, and real time, as compared to fMRI.

Because of recent research, ABCI becomes an emerging
research area differing from traditional BCI, with emphasis on
human sensing reconstruction and brain–computer networking.
Particularly, ABCI not only studies the reconstruction of
human sensing from modeling real-time brain signals but also
aims to provide a closed-loop controlling by stimulating arti-
ficial human sensing, vice versa. Some advances in invasive
brain signal acquisition may provide promising futures of
ABCI, by the accurate electrode implanting in functional areas
of brain sensing, e.g., Neurolink [255]. Beyond the futuristic
applications of ABCI on all consumers, current applications of
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Fig. 24. UBNs.

ABCI include many areas of medical rehabilitation. For exam-
ple, patients with cerebral palsy can control the mechanical
arm by ABCI and gradually recover their movement abilities;
and patients with vision, hearing, or tactile impairments can
recover their sensations through ABCI.

B. Ubiquitous Brain Networks

Brain networks was interpreted as a network of Brain to
Brain [256]. It allows everyone’s brain to network together to
solve complex problems and connect them to build a “social
network” achieve “telepathic” communication. With the devel-
opment of NSAI and ABCI, the UBN can be interpreted as a
futuristic NSAI integrated with the human interface of ABCI,
as illustrated in Fig. 24. In such a way, human intelligence will
be a seamless and integral part of the NSAI, where human
and AI will merge as one in UBN. Under UBN, everyone
can connect to everyone by “telepathy,” and people can assign
mind tasks to AI when thinking on the fly. When authorized,
machines and robots can take human representation to commu-
nicate and explore new worlds in the Earth and the Universe.
Human society will be united by mutual understanding and
evolve with the explosive growth of intelligence.

UBN is more than a cross-disciplinary research of comput-
ing, communications, biomedical engineering, brain science,
and psychology. Many open research opportunities exist since
our current understanding of brain functions is still very lim-
ited. With the future migration from 5G to 6G, the roadmap
to UBN is how NSAI technologies can embrace ABCI to con-
verge human and AI. The following nonexclusive list of points
are some of our considerations on the roadmap to UBN.

1) It is to determine which part of brain functions can be
modeled and simulated by AI. Although current ABCI
studies are investigating visual, hearing, language, tactile

sensing, etc., there can be other missing parts to give
people a holistic virtual experience of the real world.

2) In assigning mind tasks to AI, it remains open how
accurate the brain can be interfaced with AI. Although
controlling, for example, wheelchairs or even drones
have been realized, it is unclear if more complicated
tasks such as operating a smartphone can be accurately
captured. As human languages, e.g., English, are often
limited in presenting the high-level abstract concept, it is
unknown if UBN can more accurately interpret abstract
concepts than any existing human language.

3) As initial applications are healthcare and rehabilitation
related, it is still unknown if UBN can help to relieve
neural diseases, such as Alzheimer’s disease, depres-
sion, and neural impairments introduced by cerebral
infarction. It is however clear that AI can be an integral
part of the brain operation to overcome such diseases or
impairments.

4) It is still unknown how UBN can revolute human
intelligence, by fundamentally changing the current
human educational system, directly and accurately pass-
ing knowledge or experience into the human brain. It
is however clear that new technology achievements will
contribute to the explosive growth of human intelligence
as an integral part of a larger UBN.

5) Beyond the obvious requirements on higher electronic
and electrode advances, UBN will have a profound
impact on the global human society beyond the Internet.
For example, legislation on new privacy protection shall
be required so that “mind” or “brain” data can be pro-
tected, and any access to the human brain or mind can
be regulated and traceable by the UBN.

VII. CONCLUSION

NSAI contributes to the future society of online-evolutive
AI, which can transform the current fragmented IoT industry,
realize the deep integration with mobile Internet, and promote
the next global IT revolution. However, the research of AI
and communications have been performed in separate research
communities, which can be limiting the pace of convergence in
computing and communications. In this article, we have made
our efforts in reviewing the state-of-the-art technical areas
of the NSAI, by proposing a converged NSAI architecture,
and reviewing the key technologies and application scenarios.
From the communication perspective, NSAI takes the advan-
tage of the evolution from 5G to 6G, particularly in the PN
and SCN Tiers, where a UAI can be realized for integrated
networks over EMBB, mMTC, and URLLC, and service-
customized virtual networks can be created, configured, and
dynamically reconfigured for every smart service provision.
From the computing perspective, NSAI takes the advantage
of distributed AI, for example, in the GSS and Application
Tiers, where AI computing is becoming immersive in every
element of the networking system. The whole networking
system becomes a ubiquitous and online-evolutive AI comput-
ing machine that can be interacting with humans/users. With
the development of ABCI technologies, we further envision the
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roadmap to the UBNs, where the deep convergence of com-
puting and communications can indeed change human society
profoundly, with the seamless integration of human and AI.

Future work under the proposed NSAI framework should
include case studies of different NSAI application scenarios
where common approaches can be studied and obtained to sup-
port real-time intelligent services through joint optimization
of communication networks and applications/services. In con-
cluding this article, we also wish the work in this article
can contribute to realizing a common research platform for
the cross-disciplinary discussions in the converged areas of
computing and communications; and help to promote a con-
verged community for the open research, standardization, and
industrial developments of the global NSAI.
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