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Abstract—The degradation of critical components inside large
industrial assets, such as ball-bearings, has a negative impact
on production facilities, reducing the availability of assets
due to an unexpectedly high failure rate. Machine learning-
based monitoring systems can estimate the remaining useful
life (RUL) of ball-bearings, reducing the downtime by early
failure detection. However, traditional approaches for predictive
systems require run-to-failure (RTF) data as training data, which
in real scenarios can be scarce and expensive to obtain as the
expected useful life could be measured in years. Therefore, to
overcome the need of RTF, we propose a new methodology based
on online novelty detection and asymmetrical hidden Markov
models (As-HMM) to work out the health assessment. This
new methodology does not require previous RTF data and can
adapt to natural degradation of mechanical components over
time in data-stream and online environments. As the system
is designed to work online within the electrical cabinet of
machines it has to be deployed using embedded electronics.
Therefore, a performance analysis of As-HMM is presented to
detect the strengths and critical points of the algorithm. To
validate our approach, we use real life ball-bearing data-sets and
compare our methodology with other methodologies where no
RTF data is needed and check the advantages in RUL prediction
and health monitoring. As a result, we showcase a complete
end-to-end solution from the sensor to actionable insights
regarding RUL estimation towards maintenance application in
real industrial environments.

Index Terms—Machine Learning, Hidden Markov model, nov-
elty detection, concept drift, health index, remaining useful life,
predictive maintenance, industrial Internet of Things (IIoT).

I. INTRODUCTION

NOWADAYS, the successful application of machine
learning to solve specific challenges in the industry

has been enabled [1]. The goal of a manufacturing system
is to stay in an ’in-control’ state, avoiding the production
of defective items due to failures or aging of the system
itself [2]. As a result, the machine design process is aimed
at maximizing reliability and availability, reducing failures,
and increasing useful life.

Mechanical components suffer natural degradation as
the operating conditions, along with aging, shape their
behavior. Within industrial environments, ball-bearings are
components which can be found in almost all rotating ma-
chinery, and they are commonly associated with premature
failures. An unexpected failure of these components can be
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critical enough to stop a production system completely [3].
Depending on how critical they are within the mechanical
design, a ball-bearing could have a useful life span mea-
sured in years. Some ball-bearings are designed to have
an infinite useful life under specific operating conditions.
Infinite means that, theoretically, the ball-bearing will never
fail when working under certain conditions. However, if the
operating conditions change during specific situations, it
might affect the ball-bearing RUL [4].

In this scenario, the role of predictive capabilities is de-
cisive to avoid unexpected failures. Intelligent systems that
can estimate the remaining useful life of critical systems
or components, such as ball-bearings without extensive
and expensive training procedures, are among the essential
technologies that enable smart factories [5]. Therefore,
a machine learning-based ball-bearing health assessment
system has the following specific challenge to overcome:
to detect and adapt to low degradation rates, and to be
applicable and robust for machines with extensive lifespans.
Although such asset properties are desirable for a machine,
it is a more challenging issue for an intelligent system.

Predictive machine learning algorithms need to deal with
highly unbalanced data, as there are not enough failures to
train predictive models to have a positive effect on their per-
formance. Model accuracy is reduced as ball-bearings have
different failure modes, increasing the difficulty of training
these models before deployment. Additionally, ball-bearing
degradation negatively affects the algorithm performance,
reducing its fitting to the data stream [6].

Novelty detection refers to identifying new patterns,
which were not observed in the training phrase, in testing
data. The identification of such patterns is pertinent for a
model or artificial intelligence performance in an online
environment, where learned trends may become obsolete
[7]. Hence, novelty detection methodologies have to be used
to adapt the health assessment model to new trends that
may appear during the monitoring of ball-bearings. How-
ever, in real-world industrial environments, data coming
from ball-bearings are defined as a dynamic data stream
that have to be acquired, pre-processed, and processed
at a given sampling rate. Furthermore, the model used
must run its learning, prediction, and novelty detection
algorithms as quickly as data arrives to detect possible
abnormal behavior. We define these types of methodologies
in data streams as online analysis.

In this article, a novelty detection online methodol-
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ogy based on asymmetric hidden Markov models (As-
HMMs) [8] is introduced (online As-HMM), which deter-
mines the health of the ball-bearings and their remaining
useful life (RUL). The proposed methodology assumes that
no previous run-to-failure (RTF) data is available, which
makes it suitable for cases where obtaining RTF data is not
possible. On the other hand, As-HMMs are convenient to
identify different trends in data, which is useful when non-
stationary data is being modeled. Ball-bearing wear signal
is a non-stationary process [9]; consequently, the use of As-
HMMs is justified. Also, As-HMM can detect and estimate
precisely when a novel trend appears in data as long as the
model learns those changes from training data. Coupling
As-HMMs with novelty detection methodologies generates
a model capable of learning new trends as data arrives, and
detecting the time when such trends change. Additionally,
As-HMMs can minimize the number of parameters: a set
of relationships among variables for each detected trend is
defined instead of considering a full or Naïve dependency
hypothesis like other HMMs do [10].

For the online analysis in this article, the Page sequential
test and Chernoff-bounds are applied as a concept drift
detection methodology as in [6]. Also, a novel health index
(HI) is proposed for ball-bearing monitoring. Ball-bearing
signals are used to validate the proposed methodology and
compare it to other ball-bearing diagnosis and prognosis
techniques.

As the scope of this article is to showcase an online
monitoring pipeline, its deployment into embedded elec-
tronics that enable its application is analyzed. Therefore,
the computational cost and the performance of the model
implementation are taken into account in order to make
novelty detection techniques matching the real-time con-
straints of real industrial environments. Our study includes
an in-depth performance analysis of the proposed As-HMM
methodology from a computational point of view. The code
optimization of the proposed online As-HMM model allows
us to deploy our solution on computational devices close
to the sensors, and process their data streams in real-
time, a process of this type is defined as Edge computing.
The proposed methodology, based on As-HMM, has the
following advantages:

• It has a novelty detection approach.
• It does not require previous ball-bearing RTF data to

estimate the HI and RUL.
• It is capable of adapting itself when new data ap-

pears and learning dynamic probabilistic relationships
among variables and their past values.

• It can be used in online data-stream environments
inside embedded systems such as Edge computing
devices.

The content of the paper is structured as follows. In Sec-
tion II, the relevant contributions in the field of degradation
and RUL prediction are reviewed. Section III summarizes
the methodology used for our study, including details on
the data processing and the model. Section IV explains the
datasets used for validation and the experimental setup. In
Section V, the results of the experiments combined with
the prediction of the model are reported. The article closes
with remarks and conclusions in Section VI.

II. RELATED WORK

In this section, we summarize current methodologies
concerning the diagnosis and prognosis of mechanical
components. We divide the state-of-the-art methodologies
into three types: (A) requires RTF data, (B) requires RTF
times, and (C) neither requires RTF data nor RTF times.
The last type are more robust and ideal for many real and
industrial applications since the failure data may be non-
existing, limited (such as unbalanced data), or expensive in
time and money to obtain.

In Table. I a list of the reviewed literature with a short
description is presented. The literature is compared de-
pending on:
(1.) Does it use HMM?
(2.) Can it be used in online environments?
(3.) Does it not require RTF data?
(4.) Can it estimate the tool RUL?
(5.) Can it update itself when new trends in data appear?

A. Requires RTF data

Concerning HMMs, we can find the following methodolo-
gies: [11] proposed an adaptative modified HMM (MHMM)
for online tool wear monitoring (TWM). The authors used
the forward-backward algorithm and the Hotteling multi-
variate control chart to detect changes in bearing wear. An
online learning algorithm based on the EM algorithm was
proposed to update the MHMM. [12] proposed an online
mixure of Gaussians HMM (online MoG-HMM) for bearings
prognosis and RUL prediction. Using the Viterbi algorithm,
the distribution of the RUL for each hidden state in RTF
data was learned. In the online phase, the learned model
and RUL distribution was used to predict the RUL. Later,
[13] used HMMs and neuro-fuzzy algorithms (NF) to predict
future bearing conditions. First, the data were clustered to
determine different levels of degradation. For each learned
cluster, an HMM was learned; when new instances arrived,
the most likely HMM was used with a neuro-fuzzy algo-
rithm to predict the future wear of bearings.

[14] proposed a hidden semi-Markov model (HSMM) for
the RUL prediction of bearings. A wrapper algorithm based
on the Akaike information criterion was used to determine
the best model to predict from a set of models where
the time duration distribution, number of components,
and number of hidden states change. More recently, [15]
proposed an HMM to predict RUL for TWM. The HMM
parameters were computed using a physical ball-bearing
degradation model, whereas a multilayer perceptron was
used to estimate the emission probabilities. The prognosis
phase, or RUL prediction, was performed with a modified
forward variable. Finally, [16] used a MoG-HMMs to deter-
mine the RUL of bearings. An initial HMM based on the
first observations from all the signals was trained. The log-
likelihoods were computed for further observations with a
current HMM until the log-likelihood surpassed a certain
threshold; then, another HMM was trained from the not-
well fitted data. Then, RUL is predicted using a polynomial
regression function of the log-likelihoods of the learned
HMMs.

All the approaches presented here vary their way to
predict the degradation or RUL and learn the HMM model.
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Paper Short Description (1.) (2.) (3.) (4.) (5.)
MHMM [11] Modified HMM for TWM 3 3 - - 3
Online MoG-HMM[12] Learns RUL distributions with MoG-HMM 3 3 - 3 -
HMM and NF[13] Predicts degradation with Neuro-Fuzzy 3 - - - -
HSMM[14] Uses HSMM to predict RUL 3 - - 3 -
HMM for TWM [15] Uses HMM to predict RUL 3 - - 3 -
HMM ensemble[16] HMM ensemble to predict RUL 3 3 - 3 -
Neo Fuzzy[17] Predicts RMS with Neuro-Fuzzy - - - - -
FDFDA [18] FD analysis and regression updating - 3 - - 3
ANN for TWM[19] Convolutional ANN for wear classification - - - - -
RNN with HI[20] RNN for HI and RUL estimation - - - 3 -
Fault effects [21] Uses fault effects to predict RUL - 3 - 3 -
LSTM-SVM [22] LSTM-SVM for RUL prediction - 3 - 3 -
LSTM with PF [23] Uses LSTM networks and PF to predict RUL - 3 - 3 -
BDNN-RF[24] BDNN and RF for ball-bearing fault prediction - 3 - - -
Regression[25] Regression models for RUL estimation - 3 - 3 3
EKM for TWM[26] EKF and regression to predict RUL - 3 - 3 3
WPD-HMM[27] Log-likelihood of HMM as HI 3 3 3 - -
AHMM[28] Adaptive HMM for TWM 3 3 3 - 3
Trigger regression [29] Triggered regression for RUL estimation - 3 3 3 3
APCMD[30] Local and global regressions to predict RUL - 3 3 3 3
HSIC [31] Changes in dependencies as degradation - 3 3 - 3
Random Forest[32] Uses random forest to detect anomalies - 3 3 - -
Genetic HMMs [33] Learns HMMs with genetic algorithms 3 3 3 - -
AMBi-GAN[34] Uses GAN to detect anomalies - 3 3 - 3
This article Online AS-HMM for RUL prediction 3 3 3 3 3

TABLE I: State-of-the-art models for prognosis and diagnosis of dynamical systems

Nevertheless, the need for previous RTF data limits the
application of these models and in some cases it is critical
for the learning phase as in [12], where the distribution
of the RUL must be computed for each failure mode and
hidden state, making it unfeasible in certain real industrial
scenarios. It is also relevant to mention that the prognosis
in these methods is usually driven by the Viterbi algorithm
and the forward-backward algorithm, with the latter used
as well to compute the log-likelihood from data.

Other methodologies not based on HMMs with the hy-
potheses of RTF data can be found in the state-of-the-
art: [17] proposed a long prediction scheme for bearing
condition prediction using a model-based on fuzzy logic
and a single neuron artificial neuronal network (ANN)
called neo-fuzzy neuron. Later, [18] proposed an online
surveillance process to detect a failure in a dynamical pro-
cess called FDFDA. A fisher discriminant (FD) analysis was
performed to extract relevant components from the data. A
ratio of stability factors of faulty data to normal data was
computed for each component. Components that went over
a certain threshold were eliminated from the analysis and
used in an autoregressive regression model to predict the
degradation process. Next, [19] proposed two 1-dimensional
convolution ANNs to determine bearing degradation. One
convolutional neural network was used to detect outer ring
failures and another to detect inner ring failures. The online
testing phase consisted of passing the vibrational signals
through both models and classify every instance as healthy
or faulty. [20] used a recurrent neural network (RNN) to
predict the RUL of bearings. Time and frequency features
were extracted to feed the RNN, and from its output, a
linear regression was used to build a health index and
predict the bearing RUL. [22] used a log short time mem-
ory network (LSTM) and a support vector regression for
RUL prediction of aero-engine data. A risk-averse function
was optimized to minimize RUL overestimation. Later, [21]
proposed a methodology for RUL prediction of turbofan

engines. For each feature a Wiener process was learned
and a RUL distribution was estimated using a Bayesian
approach considering fault effects. A copula was used to
generate a joint RUL distribution. [23] used a LSTM network
to extract features to determine a normalized health index
that predicted the RUL for rollers in hot rolling production.
For the RUL estimation a state space model was used with a
particle filtering (PF) algorithm for inference and prediction.
Whenever a new instance arrived, the state space model
could self-update using all the historic data. In spite of
that, the LSTM network had to be trained with run to
failure data. Finally, [24] used binary deep neural network
(BDNN) with random forest (RF) to classify ball-bearing
faults. The BDNN-RF were designed to be used in edge
devices to enable them for online analysis. However, the
training phase was performed in a cloud device.

In these non-HMM-based techniques, it was observed
that a relevant portion of them used ANN to classify the
level of degradation; then, a health index was used to
predict the degradation level, and regression is later used to
perform the RUL or degradation prediction. Although the
ANNs in the previous works were not so computationally
demanding, the requirement of previous RTF data can
make such methodologies unfeasible in many industrial
scenarios.

B. Requires RTF times

Sometimes, previous RTF data is not available; however,
the records of RTF times are available and can be used for
prognosis purposes. However, not many works under these
circumstances were found. For instance, [25] proposed two
bearing online prognosis techniques based on exponential
and linear regression. The methodology assumed that there
was at least prior knowledge of RTF times; from these
times, the parameters of a prior Bernstein distribution
were estimated using the maximum likelihood method. A
threshold from the standard normative was imposed in the
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magnitude of the ball-bearing signals to indicate the start
of the failure phase. Later, the residual life distribution was
computed, and the RUL was extracted by computing the
median of the resultant distribution. Later, [26] introduced a
bearing online RUL prediction algorithm based on extended
Kalman filters (EKF). Whenever a new instance arrived,
relevant features were computed and the EKF were updated
and used to extrapolate the current signal up to a failure
threshold. For determining the threshold, previous RTF
times were required.

In these methodologies, the run to failure times were
used to compute the RUL distribution or indicate the
prognosis failure thresholds. However, the prognosis phases
were done using regression techniques. It must be recalled
that these methodologies can be more flexible than those
described in the previous subsection since if RTF data are
available, the RTF times are also available; nevertheless, the
opposite is not valid.

C. Does not require RTF data nor RTF times

First, some techniques found related to HMMs are sum-
marized. For instance, [27] proposed an online algorithm
to determine the level of degradation of bearings based
on the wavelet packet decomposition (WPD) and HMMs.
The methodology extracted its features applying the WPD
to the bearing vibrational signals. Then, from the early
stages of the bearing life, the signal measures were used
to train an HMM. Next, the likelihood from incoming
vibrational signals was computed. If the likelihood went
below a certain threshold, the bearing behaviour was con-
sidered abnormal. Later, [28] used an online adaptative
HMM (AHMM) to determine machine tool wearing. The
author used a progressive learning algorithm and a split and
merge operation for components in hidden states to update
the model whenever a new instance arrived. A Hotteling
multivariate control chart was used to detect outliers, and
a threshold (set by trial and error) for consecutive out-
of-chart instances was imposed to determine when a new
hidden state had to be added. Finally, a health index based
on the Cauchy-Schwarz correlation between the current
HMM and the previous learned HMM was proposed as a
flag for degradation.

For non-HMM-based techniques, much more developed
work can be found, especially related to regression tech-
niques and novelty detection in data flows. For instance,
[29] proposed a regression method for RUL prediction.
The authors applied an adaptive approach based on three
standard deviation intervals to determine a time trigger to
launch an exponential regression model for RUL prediction.
Next, [30] proposed an online prognosis technique for
computing ball-bearing RUL called APCMD. A principal
component Mahalanobis distance algorithm was used to
reduce the feature dimensionality and build a health index.
The RUL prediction was divided into two phases; the first
one built local exponential regressions to represent the local
degradation trajectory; in the second one, an empirical
Bayesian algorithm was built to predict a global RUL. In
[31] a dependence analysis was used to detect bending and
deformations in steel structures. In their model, the authors

computed, for each pair of captured features, the nor-
malized Hilbert-Schmidt independence criterion (HSIC) to
measure the level of dependency among them. From these
measures, a dependency graph was computed. Changes in
the health state of the steel structure were deduced from
significant changes in the dependency graph.

More recently, [32] used random forest and data compres-
sion to detect abnormal behavior in industrial components.
An abnormal bounded score was built from the random
forest to determine the level of abnormality of incoming
data. In the case of [33], the authors used HMMs to detect
abnormal signal behavior in several industrial components.
The authors used genetic algorithms to learn the HMM
parameters from random sub-sequences of sequences of
normal behavior data. The last offspring generation of
HMMs were used to compute the fitness of incoming data.
Abnormal behavior was detected observing changes in log-
likelihood fitness. [34] proposed an ANN approach to detect
anomalies based on generative adversarial network (GAN)1

and bi-directional LSTM networks (AMBi-GAN). The model
used the residuals of both networks to build a global score
to detect anomalies and update the model. As a final detail,
the property of the model of being LSTM enabled them to
work and process faster than other ANNs e.g., RNNs.

It is worth mentioning that when no-run-to failure data
is assumed, fewer works using ANN are observed (at least
in our research) and more attention is given to detect and
measure changes in distribution or parameters within a
data stream (novelty detection and concept drifts). Addi-
tionally, in the reviewed articles, regression was the key
for prognosis when no run to failure data is provided.
Also, the signal processing phase plays a vital role in such
methodologies, since it is needed to extract the relevant
information to detect the before-mentioned changes in data
distribution.

III. PROPOSED METHODOLOGY

Fig. 1 shows a flow diagram indicating the proposed
methodology workflow. In short, the methodology consists
of repeating the following steps as required:

1. Capture new data and process it using signal process-
ing algorithms.

2. Compute the processed data fitness with the current
As-HMM.

3. Use the Page test and Chernoff bounds to detect new
trends in data.

4. Update the model and add new hidden states to the
As-HMM if needed.

5. Use the Viterbi algorithm with the current As-HMM
and compute the HI.

6. Use the HI historic to estimate the RUL.

Observe that in the diagram in Fig. 1 there are three shaded
boxes, namely Novelty detection, Model update and RUL pre-
diction. The Novelty detection box includes the algorithms
of BIC computation, the Page test (Section III-C1) and

1Adversarial networks consist of two ANNs, called discriminator and
generator. The idea of the generator ANN is to maximize the classification
error of the discriminator ANN, whereas the generator ANN learns by
minimizing the classification error obtained from the ouput generated by
the generator ANN.
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Fig. 1: Flow diagram of the novelty detection and RUL
prediction strategy. FE stands for feature extraction. HMM∗
stands for training a new HMM. Novelty detection looks for
new trends in data. Model update updates the model and
the baseline health. RUL prediction computes the proposed
health index and estimates the ball-bearing RUL

the Chernoff bounds (Section III-C2). The Model update,
it consists of the model online training that is further
explained in Section III-B. With respect to RUL prediction,
a health index is proposed (Section III-D1) and a linear
regression is used to estimate the RUL (Section III-D2). For
a good performance of the proposed methodology, we make
the following assumptions:

1. The sensors are sensitive enough to capture the ball-
bearing degradation process to failure and not only the
bearing failure phase.

2. No health recoveries are observed by the sensors.
3. No control affects the dynamical behavior during the

data acquisition.

The first assumption refers to data quality. The Second
assumption, as can be seen below, ensures a proper RUL
prediction, and the third assumption prevents the con-
trolled behaviors from being considered as degradation.

A. Data processing and feature extraction

When an acceleration sensor is put on ball-bearing sup-
port, the measured signal usually includes the noise of the
complete system (i.e., fans, electrical noise, other nearby
machines, etc.). The noise can be problematic for any
machine learning algorithm; therefore, signal processing
tools are needed to extract relevant features from raw data.

Fig. 2: Fundamental frequencies of the ball-bearings are
related to the ball-bearing components

In this article, we use the frequency features of the ball-
bearings. We extract the fundamental frequencies of the
ball-bearings corresponding to the components of the ball-
bearing (see Fig. 2), namely: ball pass frequency outer
(BPFO, related to the outer ring of the ball bearings), ball
pass frequency inner (BPFI, related to the inner ring of the
ball-bearings), ball spin frequency (BSF, related to the rollers
of the ball-bearings), and fundamental train frequency (FTF,

related to the cage of the ball-bearings). More details on this
technique are presented in [35] and [36].

B. Hidden Markov models and model update

Hidden Markov models [37] are used to describe dynamic
data. They are traditionally used for speech recognition
problems or for analysing sequences of biological pro-
teins. However, more recently HMMs have been used for
machine-tools and energy surveillance. The flexibility of
the model assumptions allows energy and machine-tool
dynamical processes to be predicted and segmented.

The model can be seen as a double stochastic sequence.
One of the sequences is hidden, Q1:T = (Q1, ...,QT ), and
the other is observable, X 1:T = (X 1, ..., X T ). Q t ∈ {1,2, ..., N },
X t ∈ RM and M indicates the number of features. The
probabilistic relationships among these two sequences can
be described with a parameter λ= (A,π,B). A = [ai j ]N

i , j=1 is
a matrix representing the transition probabilities among the
hidden states i , j over time, i.e., ai j = P (Q t+1 = j |Q t = i ,λ);
B is a vector representing the emission probabilities of
the observations given the hidden state. B = [bi (xt )]N

i=1,
where bi (x t ) = P (X t = x t |Q t = i ,λ) is a probability density
function; π is the initial probability distribution of the
hidden states, π= [π j ]N

j=1, where π j = P (Q0 = j |λ).
In this article we use an As-HMM with continuous vari-

ables with auto-regressive factors (AR-AsLG-HMM) [10]. In
this approach, a context-specific linear Gaussian Bayesian
network [38] is used to model emission probabilities, where
the context in this case is given by the hidden variable.
Context-specific Bayesian networks can be useful for non-
stationary data since they can provide a different network
whenever an important change in the statistical parameters
or relationships among variables arise. Each variable X t

m
in each context-specific Bayesian network has a, possibly
different, set of ki m parents Pai (X t

m) = (U t
i m1, ...,U t

i mki m
)

in the associated graph and pi m auto-regressive variables
Di (X t

m) = (X t−1
m , ..., X t−pi m

m ) which explain the variable Xm ,
m = 1, ..., M and i = 1, ..., N . Then, the emission probabilities
can be written as:

bi (x t ) = P (x t |x t−1:t−p∗
,Q t = i ,λ)

=
M∏

m=1
P (x t

m |Q t = i ,Pai (X t
m),Di (X t

m),λ)

=
M∏

m=1
N (x t

m |βi m ·pat
i m +ηi m ·dt

i m ,σ2
i m),

=
M∏

m=1

1√
2πσ2

i m

e
− (xt

m−(βi m ·pat
i m+ηi m ·dt

i m ))2

2σ2
i m

(1)

where N denotes the normal probability density func-
tion, βi m = (βi m0, ...,βi mki m ), pat

i m = (1,ut
i m1, ...,ut

i mki m
),

ηi m = (ηi m1, ...,ηi mpi m ), dt
i m = (x t−1

m , ..., x t−pi m
m ) and p∗ is

a maximum lag bound such that pi m ≤ p∗. Observe in
particular that: f (x t

m) = βi m · pat
i m + ηi m · dt

i m is a mean
that changes over time. Also, note that these emission
probabilities defined as factorized Gaussian densities en-
coding a Bayesian network, allow to model conditional
(in)dependencies among features and to show them explic-
itly.
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As this algorithm is expected to be used in online en-
vironments, other emission probabilities such as mixtures
or a multivariate normal Gaussian can compromise the
model and data acquisition integrity since they are slower
to compute due to the use of unnecessary parameters [10].
In [10] it is detailed how to estimate the parameters βi m ,
ηi m and σ2

i m by the EM algorithm [39] for batch data
or offline environments. Additionally, the selection of the
context-specific Bayesian networks with the structural EM
algorithm (SEM) [40] and other relevant issues such as the
forward-backward algorithm and the Viterbi algorithm [37]
are also explained. In particular, the networks are selected
by their fitness computed via the Bayesian information
criterion (BIC) score; whereas the search method is based
on a greedy-forward explore scheme which verifies that the
networks are directed acyclic graphs (DAGs).

As stated in Section II, the proposed methodology uses an
As-HMM which evolves when a concept drift is detected.
For the initial HMM, we train the model as explained in
[10], with only one hidden state. However, for online data,
the learning process must be different, and the SEM batch
algorithm stated in [10] is manipulated to fit the proposed
requirements. Additionally, the number of hidden states is
not fixed a priori and can change with the data.

Assume that the novelty detection methodology detects
an unobserved concept drift at time t+L with L ∈N and the
current model is no longer valid to explain x t :t+L . In such
cases, we propose the addition of a new hidden state to the
current HMM. Suppose that the current model has parame-
ter λ0 = {A0,B 0,π0} with N ∈N hidden states. We generate
a new prior model with parameter λ1 = {A1,B 1,π1} with
N +1 hidden states. The parameter π1 is built as:

π1 = [π0|0] (2)

or append a 0 at the right of the vector π0. For the prior
of A1, we build the following matrix C = [ci j ]N+1

i , j=1:

C =



0
0

A0
...
0

0.01
1

N+1
1

N+1 · · · 1
N+1


(3)

The value cN ,N+1 = 0.01 is chosen for the EM to be aware
that there is a non-null probability of transition among
the current known hidden states to the latest discovered
hidden state. The prior transition matrix A1 = [a1

i j ]N+1
i , j=1 for

the new model is a1
i j = ci j /

∑N+1
j=1 ci j and B 1 = [B 0|bN+1(x t )].

It is assumed a priori that bN+1(x t ) is represented by a
naïve-Bayes graph with p(N+1)m = 0 for m = 1, ..., M . The
prior parameters of the corresponding new linear Gaussian
Bayesian network are set as follows:

β(N+1)m0 = 1

L

t+L∑
j=t

x j
m

σ2
(N+1)m = | max

j=t ,...,t+L
{x j

m}− min
j=t ,...,t+L

{x j
m}|

(4)

During the learning optimization phase of λ1, we re-
strict the optimization exposed in [10] to the parameters

{β(n+1)m}M
m=1, {a(N+1) j }N+1

j=1 and {a j (N+1)}N+1
j=1 . In this manner,

we save the information obtained in previous hidden states
and update the model to explain the novel incoming data.

Although a renovation of the model is performed with the
new data, the newly learned parameter λ′ must be better
than the current parameter λ0. Therefore, a condition in
the BIC score for a new model to be valid is imposed, i.e.,
if x t :t+L is the current data window, then the new model or
parameter is accepted if BIC(x t :t+L |λ′) < BIC(x t :t+L |λ).

Finally, whenever a new hidden state is added, the
base health indexes need to be updated, but that will be
explained in Section III-D1.

C. Novelty detection

In Table. II the list of hyper-parameters used by this
algorithm are mentioned. In the following subsections, they
are detailed and it is explained how to tune and interpret
them.

Parameter Set Value Description
L 128 Length of the processing window
∆L 10 Window slice
Φ 3 Maximum ratio of BIC difference
γ1 128ln(3) Threshold in Page test to detect outliers
ε 1×10−2 Maximum error of population percentage
p 0.1 Maximum enabled population of outliers
γ2 0.05 Reliability of the population estimation
ζ -2.5 Threshold for RUL prediction

TABLE II: List of hyper-parameters used by the algorithm

1) Anomaly detection: We define a window size L ∈ N,
which receives new instances data and slides 4L ∈N data.
For the anomaly detection procedure, we use the Page
sequential detection scheme [41]. Suppose that an As-
HMM with parameter λ has been learned at time t . Let
BIC(x t :t+L |λ) stand for the Bayesian information criterion
and Sl be:

Sl =
1

l

l∑
j=1

BIC(x t+ j4L:t+ j4L+L |λ), (5)

where l is the number of sliced windows up to current time
and let S∗

l = min j=1,...,l {S j }. Define a decision parameter
PHl = Sl −S∗

l and compute:

rl =
{

1 PHl > γ1

0 PHl ≤ γ1
(6)

where γ1 > 0 is a threshold that indicates the maximum per-
missible deterioration in BIC. Notice that the log-likelihood
of the model could be used instead of the BIC for the Page
test. Nevertheless, since the BIC is used during the training
phase to determine the best set of context-specific Bayesian
networks, this score is also used for anomaly detection
for the sake of consistency. The hyper-parameter γ1 is
set as γ1 = L ln(Φ) where Φ can be seen as the maximum
permissible quotient of likelihood per testing observation
over the likelihood per training observation. Fig. 3 (a) shows
the value of γ1 for different combinations of L (axis X)
and Φ (axis Y). The greater the value of γ1, the less the
algorithm will declare deviated data as abnormal; whereas
a lower value of γ1 implies that little deviations in data
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will be considered as abnormal. Finding an equilibrium
in this threshold is crucial for concept-drift detection. In
Fig. 3 (a), it can be observed that after Φ> 1.8, the change
in L has more effect on the value of γ1, but not extreme
values are obtained. Therefore, in this study, Φ= 3 is chosen
as an intermediate point from the previous discussion. If
rl = 1, the data x t+l4L:t+l4L+L is considered an anomaly
for the model. In this article, 4L = 10 and L = 128 are fixed
from previous experiments. The fitness and training speed
of the models were maximized when these parameters were
acknowledged.

2) Novel concept drift detection criterion: The detection
of a single anomaly is not enough to determine a novel
trend in the data. Nevertheless, if many outliers are seen in
a time window, the possibility of observing a novel trend is
likely. Assume that the probability of observing anomalies
in the last n∗ BICs is p, and p̂n∗ is the estimation of
such probability. To determine the length n∗, the sampling
problem is used, i.e., given an error ε ∈ (0,1), a proportion
p ∈ (0,1) and a precision γ2 ∈ (0,1), n∗ must be found such
that:

P (|p̂n∗ −p| < ε) > 1−γ2. (7)

Assuming that for the current model the normal level of
anomalies is p̂n∗ ≤ p, using the Chernoff bounds (additive
form), n∗ must be at least:

n∗ > − ln(1−γ2)

DBe (p −ε|p)
. (8)

In the previous equation, DBe (p − ε|p) is the Kullback-
Leibler divergence measure of two Bernoulli distributions
with parameters p −ε and p. In Fig. 3 (b) the sensitivity of
the bound n∗ given by the Chernoff bounds for a precision
level of γ2 = 0.05 for different levels of ε and p is shown. As
can be seen, the shorter the value of ε, the larger is n∗ to
ensure the bound. It is also noticeable that the curves are
symmetric i.e., for a fixed ε and γ2, the value n∗ is the same
for p and 1−p. Since the goal is to detect novel trends as
soon as possible, it is preferable to choose p closer to zero
instead of one, and also greater values for ε. Therefore, in
this article p = 0.1, ε= 10−2 and γ2 = 0.05, in this manner a
window size of n∗ = 87 is obtained.

If R outliers are observed from the Page sequential test
in a window of size n∗, p̂n∗ = R/n∗ is computed. If p̂n∗ > p,
then the initial assumption is violated and a novel pattern
is detected. Hence, an updating process of the HMM is
performed.

D. RUL prediction

1) Proposed health index: It is plausible to think that
the earlier the ball-bearing is measured and the lower
the vibration amplitudes are, the healthier the ball-bearing
is. Therefore, the first learned HMM from x0:L is taken
as a healthy model, and its parameters are used as a
base health index. The first As-HMM is trained with only
one hidden state, the emission probability b1(x t ) can be
transformed from a linear Gaussian Bayesian network into
a multivariate normal distribution (see, for example, in [42])
with mean vector µ1 = (µ11, ...,µ1M ) and covariance matrix
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Fig. 3: (a) Sensitivity of γ1, for different values of L and Φ.
(b) Sensitivity of n∗ for different values of p and ε for a
fixed level of confidence of γ2

Σ1 = {Σ1 j k }M
j ,k=1. Define µhm := µ1m and Σhm := Σ1mm and

compute the set of health indexes:

H I †
m(x t ) =

{
− log

(
µq t m

µhm

)
,− log

(
Σq t mm

Σhm

)}
m = 1, ..., M .

(9)
Whenever a new hidden state is added (suppose it is the
N +1 hidden state), the following assignment is performed:

µ(N+1)m →µhm if µhm >µ(N+1)m , m = 1, ..., M

Σ(N+1)mm →Σhm if Σhm >Σ(N+1)mm , m = 1, ..., M
(10)

The idea behind this health index assignment is that the
higher the mean and variance of fundamental-frequencies-
amplitudes, the more evident the ball-bearings wear. Also,
a global health index is defined as:

H I †(x t ) = min
M⋃

m=1
H I †

m(x t ). (11)

This global index takes the worst health index obtained
among all the features.

Some final considerations: the latest q t detected is saved
in order to be used in further algorithms such as Viterbi
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algorithm or forward-backward algorithm. The reason be-
hind this is that during the traditional forward-backward
algorithm or Viterbi algorithm, the parameter π, which
indicates the participation of the initial distribution, is
always used. Nevertheless, since it is possible that further
incoming data do not contain evidence of the first learned
hidden state, the parameters {aq t i }N

i=1 must be used as
initial distribution for the algorithms. Finally, in order to
obtain smoother health index curves, the health index his-
toric pass through a moving average filter of order twenty.

2) RUL estimation: In this article, a time-dependent
model is created to explain and predict the global health
index. A regression model is used after the first concept
drift is detected:

H I †(t ) := a0 +a1t +a2t 2 +w(t ), (12)

where w(t ) is a zero mean normal error term. The parame-
ters of the regression models are estimated as in an ordinary
least squares problem.

Once the regression has been estimated, RULt is de-
termined as follows: find t f such that H I †(t f ) = ζ, where
0 > ζ > −∞ is a maximum permissible magnitude order
deviation from the good health estimation. In this article,
ζ = −2.5 or, in other words, a failure happens for this
health index when the global process trend is 2.5 orders
of magnitude away from the healthy trend. Nevertheless,
depending on the mechanical application, the threshold
may be changed. In applications where little deviations
from the normal states imply a malfunction, the threshold
must be closer to zero; otherwise, further away from zero.
The RUL at time t is computed as:

RULt = t f − t . (13)

If H I †(t f ) 6= ζ, ∀t , then RULt = ∞ and this can be inter-
preted as a non-degradation in the health of ball-bearings.

E. Theoretical computational complexity

In Table III theoretical bounds using big O notation for
an iteration of the proposed algorithm are given. These
bounds assume that the AR and context-specific Bayesian
networks are dense. For the sake of space K = p∗ + M .
For the Novelty detection box, the complexity lies in the
BIC computation, whereas the Page sequential test and
Chernoff bounds have O(1) complexity. The Model update
box complexity relies principally on the SEM algorithm.
Finally, for the RUL regression box, the complexity comes
from the Viterbi algorithm and the H I † computation.

The bound for the Model update box suggests that the al-
gorithm is too complex to perform in online environments.
Therefore, this box is further analyzed in Section V-C1 to
analyze its behavior with real data.

Phase Complexity
Novelty detection O(LN (N K +N 2))
Model update O(M2K 2(K (L+K )+N L)+LN (N 2 +MK ))
RUL prediction O(T +N (MK +M2 +L))

TABLE III: Computational complexity of one iteration of the
proposed online algorithm

IV. EXPERIMENTAL SET-UP

To evaluate and see the capabilities of the proposed
methodology, two data-sets were used. The first one comes
from the online FEMTO repository which has ball-bearing
RTF data [43]. The second dataset comes from our own
mechanical setup, where ball-bearings are run to failure.
In this manner, we check the capabilities of the proposed
method for common data (FEMTO) and specific daily data
(ours).

The models WPD-HMM[27], AHMM [28] and APCMD
[30], are used for comparison purposes in the case of the
FEMTO dataset. AHMM is used for comparison since it can
be considered as a simple application of HMM for online
analysis where no novelty detection or model update is
considered; WPD-HMM is an HMM where the model is
updated whenever a new instance arrives. However, in none
of these, there is a description or algorithm to compute
the RUL. In particular, no HMM model with no RTF data
assumption for RUL prediction was found. For that reason,
APCMD is used to compare RUL prediction.

The previous methodologies use a different definition of
HI, which hardens the comparison task. In the case of WPD-
HMM [27], the HI is the log-likelihood/BIC of incoming data
being evaluated by an HMM learned with normal or healthy
data. The closer the log-likelihood/BIC to zero, the better
the model; if the log-likelihood/BIC decreases/increases,
the model fitness is worse and abnormal data is being
processed. AHMM [28] proposed a HI given by the Cauchy-
Schwarz correlation of the AHMM dynamic evolution. Here
a correlation of 100% implies no change in the current
distribution or model and 0% deduces a total drift from
the current distribution or model. APCMD [30] proposed a
HI based on the Mahalanobis distance of a reduced set of
features after being processed by a principal component
analysis (PCA). In this case, a distance of 0 implies no
change in distribution, whereas a big distance suggests a
drift from the normal data.

The proposed methodology will be compared as follows:
In the case of WPD-HMM, the BIC curve works as HI;
then it is compared with the one obtained by the proposed
methodology. For AHMM, as their methodology uses a
Cauchy-Schwarz correlation as health index, it is compared
with H I †. APCMD and the proposed methodology are the
only ones that can generate RUL predictions; therefore their
results in HI and RUL are contrasted.

1) FEMTO dataset: The benchmark used to validate the
model comes from the "FEMTO Bearing Data Set" [43]2.
This dataset consists of RTF bearings data under critical
rotational speed and load conditions. With these conditions,
the bearings are forced to fail faster. The idea is to estimate
the ball-bearing health state up to failure and its RUL.
Table IV shows a description of the dataset. In this dataset,
a ball-bearing fails when the accelerometer records are
above 20 g, where g is the gravity acceleration at sea level
(9.7805 m

s2 ).
Since our model assumes that a data stream is being

received and no previous RTF data is available, the training-
testing specification is ignored and those datasets which

2 https://ti.arc.nasa.gov/tech/dash/groups/pcoe/prognostic-data-
repository/ online status on May 13, 2022
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Condition Label Purpose # Samples
1 Bearing1_1 Training 2803
1 Bearing1_2 Training 871
1 Bearing1_3 Testing 1802
1 Bearing1_4 Testing 1139
1 Bearing1_5 Testing 2302
1 Bearing1_6 Testing 2302
1 Bearing1_7 Testing 1502
2 Bearing2_1 Training 911
2 Bearing2_2 Training 797
2 Bearing2_3 Testing 1202
2 Bearing2_4 Testing 612
2 Bearing2_5 Testing 2002
2 Bearing2_6 Testing 572
2 Bearing2_7 Testing 172
3 Bearing3_1 Training 515
3 Bearing3_2 Training 1637
3 Bearing3_3 Testing 352

TABLE IV: Training and test data sets of the FEMTO dataset

(a)

(b)

Fig. 4: Experimental testbed: (a) Ball-bearing RTF testbed
details. (b) CMAI

show evidence of degradation and not a sudden failure
are used. Bearings with labels Bearing1_1, Bearing1_3,
Bearing2_1 and Bearing2_2 show degradation among the
previous mentioned bearings. In this article, the bearings
Bearing1_1, Bearing1_3 and Bearing2_2 are used to test the
proposed methodology.

2) Mechanical set-up data-set: The purpose of this ball-
bearing testing set-up is to monitor vibrations overtime
during ball-bearing useful life. The experimental set-up is
shown in Figure 4a. This testbed has a Bosch IndraDyn
MS2N synchronous servomotor 1 that guarantees required
speed during testing, a shaft 2 with different ball-bearing
clamping positions and an elastic coupling 3 to the
servomotor.
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Fig. 5: Observed force evolution given by the actuator

The testbed has three ball-bearing supports, one for the
axial force actuator 4 and two for support. The system
is designed to affect the outside ball-bearing 5 useful
life applying an axial force. The force actuator is a screw-
based system fitted with a load sensor that measures the
applied force 6 . An IMI 607A61 accelerometer with a
sensibility of 10.2 mV and vibrational-signal detection range
between 0.5-10 kHz. 7 is used to measure vibrations, and
a thermocouple 8 to monitor temperature and guarantee
testbed integrity.

Figure 4b shows the data acquisition and pre-processing
device called Computing Module Aingura Insights (CMAI).
The CMAI compute node is an embedded system powered
by a ZU3 Zynq® Ultrascale+™ System on Chip (SoC)
housing four cores Cortex-A53 and a programmable logic.
The node is customized with add-on modules collecting
data from different sensors, and it can be coupled with
other nodes to improve its computational capabilities.

For our experiments, we implement four channels for
accelerometer readings up to 19.5 kHz and sensor fusion
capabilities to guarantee signal synchronization. Data col-
lected are stored in files as comma-separated values (CSV).

The CMAI is used to acquire, condition and pre-process
the acceleration signal at a sampling rate of 19.5 kHz with
0.5 ns of maximum jitter. In a production setup, the CMAI
has enabled processing capabilities to work online with the
proposed technique. For validation and complete control
over the proposed pipeline, in this paper we stored sensor
data into CSV files for offline analysis, simulating the data-
stream as in an online environment. The implementation
of the model has been written in C++, compiled with
GCC 10.2, and executed using a single core of the ZU3
SoC. Ball-bearing data are collected and pre-processed by
a single CMAI.

For our test, a radial force of 2.3-2.4 kN and a ro-
tational speed of 3180 RPM (53 Hz) were selected from
the traditional mechanical analysis theory [44] in order
to run an Eco 6004-2RS ball-bearing to failure between
180 hours (assuming 2.3 kN) and 156 hours (assuming
2.4 kN). The force measured profile is shown in Fig. 5.
The mean force was around 2.3 kN which implies that
the theoretical RUL was close to 180h. However, the to-
tal testbed operation time was over 400 hours, meaning
2.25 times beyond the theoretical useful life. As a safety
measure, since the bearings operation time overpassed by
several hours the theoretical RUL predictions given by the
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provider, we stopped the acquisition when audible signals
of degradation were evident. Finally, a signal smoothing
processing was applied: a root-mean-square was computed
every 50 samples from the FE box in Fig 1, equivalent to
collapsing 85 seconds of data to a single data instance.

The CMAI was configured to keep the amplitudes of
fundamental frequencies and discard the rest of vibrational
data. Health index (H I †) and RUL predictions were stored.

V. RESULTS

A. Time Analysis

In this section a time consumption of the proposed
algorithm is shown. Regarding the feature extraction (FE)
box of Fig. 1, the CMAI required at least 1.6 seconds of
measurements for a reasonable granularity in the signal
spectrum in order to obtain the desired frequencies with
precision. The signal processing and feature extraction
follows the methodology proposed by [35] as described
above. After the data acquisition, the CMAI required 1.5
seconds to extract the desired features.

In Table. V, the mean and standard deviation of the time
execution algorithm of the three boxes in Fig. 1, say: novelty
detection, model update and RUL prediction are shown for
each tested data-set. Note that for the FEMTO data-sets,
the maximum mean time needed for the Novelty detection
process it was 1.16ms, for the Model update was 6.03ms and
for RUL prediction it was 2.44ms. On the other hand, for
the mechanical set-up, it is observed that the mean times
for the novelty detection were 8.73 times higher than in the
case of the FEMTO datasets, for the model update 15.1 times
higher and for RUL prediction it was 9.37 times higher. This
can be explained due to the length of the data and the
higher number of hidden states. Finally, it is observed that
the standard deviations of the times for all the cases were
lower than one second which gives evidence of relatively
stable algorithms.

These time results show that the algorithm can achieve
a fair time response for an online data stream environ-
ment. Nonetheless a more detailed analysis is given in
Section V-C1

Dataset Phase t̄ (ms) St (ms)
Bearing_11 Novelty detection 0.960 0.713

Model update 4.291 32.474
RUL prediction 2.188 1.429

Bearing_13 Novelty detection 1.160 1.005
Model update 6.025 39.298
RUL prediction 2.440 2.201

Bearing_22 Novelty detection 0.982 0.417
Model update 3.933 23.100
RUL prediction 1.610 0.746

Set-up Novelty detection 10.130 7.015
Model update 91.049 292.751
RUL prediction 22.884 16.450

TABLE V: Execution times statistics of the different phases
of the algorithm in the CMAI, for the different datasets

B. FEMTO results

1) Bearing1_1 results: Fig. 6 summarizes the results ob-
tained for the data-set Bearing1_1. We can see that the
BIC score from the WPD-HMM methodology is drawn
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Fig. 6: Results of supervising Bearing1_1 with different
methodologies: (a) shows the WPD BIC score evolution,
(b) draws the As-HMM online model BIC score evolution,
(c) gives the AHMM health index, (d) pictures the APCMD
health index, (e) displays APCMD RUL prediction, (f) shows
H I † results, (g) is the obtained RUL curve from the pro-
posed methodology, (h) is the standard deviation of the
proposed health index regression

in Fig. 6a which is used as a health index. It can be
observed that WPD-HMM obtains results different from
those obtained by the online As-HMM which are displayed
in Fig. 6b. In particular, it can be noticed that, arriving at
the fourth operational hour, the BIC score in WPD-HMM
had a discontinuity; later it returned back to a lower BIC
score, but followed by exponential growth. For the WPD-
HMM methodology, it can be argued that, before the fourth
hour, an accelerated degradation process to failure can be
observed. On the other hand, the proposed methodology
uses a novel detection technique. When a novel trend was
detected at time t , a vertical black line was displayed
in the plot. It can be said that whenever a novel trend
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was detected, the BIC score was improved and drastic
changes in BIC (as observed in the case of WPD-HMM)
were avoided. However, an essential controlled growth in
BIC could be observed after the fourth hour.

The health index in the case of AHMM, which can be seen
in Fig. 6c, reveals a noisy behavior at the beginning and at
the end of the ball-bearing life which is not informative at
all. In particular, the early decays to 0 would imply an early
failure, which is not true. H I † drawn on Fig. 6f remained
unchanged until the first novel trend was detected. After
that, H I † decreased and showed evidence of degradation.

In this experimental set-up, the uncertainty of the RUL
was exposed in Fig. 6h with the standard deviation of
the health index prediction. This uncertainty is the level
of fidelity of the health index regression; the higher this
measure, the worse the fitness of the regression for RUL
prediction. Regarding Bearing1_1, the uncertainty appeared
after the first concept drift as expected. Note that the
uncertainty or standard deviation was around 0.12 orders
of magnitude, far from half an order of magnitude, which
indicated a fair regression for RUL prediction. This can be
visualized in the health index regression shaded curves in
Fig. 6f It is remarkable to say that the uncertainty varied
with time, because the regression was updated whenever a
new H I † instance was computed.

The proposed methodology and APCMD are capable of
prognosis. Both use a regression process to predict the
health index. However, in the case of APCMD, the health
index is a Mahalanobis distance based on the PCA and,
in the case of the proposed methodology, H I † is based on
logarithms of ratios. Both methodologies require a threshold
on the health index to determine the RUL. The threshold
in the case of APCMD was set to 200; this value was set
after observing the evolution of the Mahalanobis distance
exposed in Fig. 6d. In the case of APCMD, a noisy RUL
prediction during almost all the ball-bearings life is drawn
in Fig. 6e. In particular, it can be observed that at early
times the RUL was zero, which would imply an early
failure, which again was not true. Nevertheless, at the
end of the process, after the seventh hour the accuracy
was improved, for the given threshold. In the case of the
proposed methodology, the RUL, pictured in Fig. 6g, was
only computed after the first concept drift; after that, the
RUL went towards zero. It is worth noting that the first
predictions overestimated the RUL, and later, the regression
gave better predictions.

From the point of view of applicability, a maintenance
engineer will use the actionable insight from the proposed
methodology as a decision support element to plan ball-
bearing maintenance. It is important that the actionable
insight provided is relevant where the ball-bearing is critical
to operation, with a high risk of stopping the machine or
production line if an unexpected failure occurs. Therefore,
if the engineer on charge observes a decrease in H I †, the
engineer should begin to plan a controlled maintenance
stop with haste as indicated by the indicator trend.

As stated before, the proposed methodology is capable of
giving an explanatory model, where temporal and instanta-
neous probabilistic relationships may appear. Fig. 7 displays
a pair of generated Bayesian networks from the learned
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Fig. 7: Learned Bayesian networks from Bearing1_1

hidden states. Fig. 7a shows the Bayesian network generated
from a low degradation state, whereas Fig. 7b draws a
Bayesian network from a degenerated state. Observe that,
in a low level of degradation, in this case, few probabilistic
relationships appear, whereas in a degraded state, in this
case, more relationships appear. Each arc represents a prob-
abilistic dependency; in the case of a degraded state, it can
be observed that the BPFI frequency-amplitude affects the
BPFO and the FTF frequency-amplitudes; or in other words,
in this ball-bearing, in a degraded state the ball-bearing
inner ring behavior drives the ball-bearing outer ring and
cage. Following the structure of the Bayesian network, it
can also be observed that some AR dependencies appear
e.g., the BPFI frequency-amplitude is affected by two of its
previous values.

2) Bearing1_3 results: Fig. 8 shows the results obtained
for the dataset Bearing1_3. The BIC score from the WPD-
HMM methodology is pictured in Fig. 8a. In this case we
can observe that after time 4 h, the BIC score grew abruptly,
which indicates an accelerated degradation and failure. If it
is compared with the BIC score obtained from the proposed
methodology Fig. 8b, we can observe that a concept drift
appeared at the fourth operational time and the BIC grew
from this point in a controlled manner with the appearance
of more concept drifts. This difference evident that our
proposed methodology is capable of describing, in a refined
manner, the ball-bearing degradation and failure states.

In the case of the AHMM health index, which is pictured
in Fig. 8c, this time it shows a noisy behavior during all
the ball-bearing operational time. Although the Cauchy-
Schwarz distribution correlation is easy to interpret (0%
implies zero correlation between distributions and 100%
indicates perfect correlation), in this case, due to the noisy
behavior and jumps between 100% and 0%, no insights
can be extracted from the health index. Meanwhile H I †

in Fig. 8f, remained unchanged until the first novel trend
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Fig. 8: Results of supervising Bearing1_3 with different
methodologies: (a) shows the WPD BIC score evolution,
(b) draws the As-HMM online model BIC score evolution,
(c) gives the AHMM health index, (d) pictures the APCMD
health index, (e) displays APCMD RUL prediction, (f) shows
H I † results, (g) is the obtained RUL curve from the pro-
posed methodology, (h) is the standard deviation of the
proposed health index regression

was detected as in the case of Bearing1_1. After that, H I †

decreased and showed evidence of degradation until it
reached the failure threshold.

Now, concerning RUL, APCMD as before obtained a noisy
prediction, as shown in Fig. 8e, of the ball-bearings RUL.
It indicates failure during the first hours of the bearing
operation, which is not true. Even during the last hours of
the ball-bearing operation, the RUL prediction was highly
inaccurate. On the other hand, the proposed model RUL
prediction (see Fig. 8g) showed predictions only after the
first concept drift was detected. As in the case of Bear-
ing1_1, at the first prediction times, the RUL was overesti-
mated; however, as time went, the RUL prediction became

more accurate until H I † passed the failure threshold. Since
the proposed methodology exposed a similar prediction as
in the case of Bearing1_1, the maintenance policies that
can be generated for the Bearing1_1 are also valid for this
ball-bearing (Bearing1_3).

In this case, it is observed that the uncertainty of the
regression pictured in Fig. 8h used for RUL prediction was
different from that exposed in Bearing1_1. Observe that
the level of uncertainty did not pass over 0.15 orders of
magnitude, which implies that the fidelity of the RUL was
fair.

1.081.42

0.46

0.330.69

BPFO

FTF

BPFI

BSF

Fig. 9: Learned Bayesian networks from Bearing1_3

Here, we also expose one of the learned Bayesian net-
works learned by the asymmetric hidden Markov model.
Fig. 9 displays one Bayesian network from an intermediate
degraded state. For example, the FTF frequency-amplitude
depends on the BPFI and BPFO frequency-amplitudes, the
BPFI frequency-amplitude depends on the BSF frequency-
amplitude, and the BPFO frequency-amplitude relies on the
BPFI and BSF frequency-amplitude. From this graph we
can say that the ball-bearing balls are the ones leading the
mechanical behavior of the ball-bearing at an intermediate
degradation level.

3) Bearing2_2 results: Fig. 10 shows the BIC score from
the WPD-HMM methodology. It can be observed that,
during the first hour of operation, the BIC score grew in
an important manner, which for that methodology, implies
an early fast degradation process in the ball-bearing. On the
other hand, the proposed methodology observed a concept
drift during the first hour of operation; nevertheless, the
evolution of the BIC score did not grow as uncontrolled
as in the WPD-HMM methodology. It can be said, as in
the case of Bearing1_1, that whenever a novelty detection
occurred, the BIC score was improved and this adaptation
prevented the model from obtaining drastic changes in this
score. However, in this case, a clear increasing trend in BIC
was not seen as in the case of Bearing1_1 or Bearing1_3; on
the contrary, from the first and a half hour to the second
hour of operational time, a decrease in BIC was obtained.

The health index in the case of AHMM (Fig. 10c) re-
veals again a noisy behavior that does not provide any
relevant information if it is compared to any of the other
methodologies. In the case of APCMD, the health index
(Fig. 10d) shows noisy growth indicating a worsening in the
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Fig. 10: Results of supervising Bearing2_2 with different
methodologies: (a) shows the WPD BIC score evolution,
(b) draws the As-HMM online model BIC score evolution,
(c) gives the AHMM health index, (d) pictures the APCMD
health index, (e) displays APCMD RUL prediction, (f) shows
H I † results, (g) is the proposed methodology RUL predic-
tion, (h) is the standard deviation of the proposed health
index regression

ball-bearing condition. Later, the health index decreased
between the first hour and a half to the second hour of
operational time which implies improvement in the ball-
bearing condition. However, since this health index lies in
the PCA projected space it is hard to tell if the improvement
was significant or not. In the case of our methodology,
the health index H I † decreased after the first concept
drift. Nonetheless, between the first hour and a half to
the second hour of operational time (as the WPD and
APCMD methodologies also detect) a slight (0.4 orders of
magnitude) health improvement was observed; after that,
H I † decreased again.

In terms of RUL curve, the APCMD obtained a noisy
prediction during almost all the ball-bearing life as shown
in Fig. 10e. In this case, the local RUL had to be used instead
of the global because it obtained poor results. Nevertheless,
at the end of the process after the second hour of operation
the accuracy was improved. Fig. 10g shows the obtained
RUL curve from the proposed methodology. In this case,
after the first novel detection flag, a decreasing tendency
was observed. But, as mentioned before, an improvement in
health was observed; this violates the second assumptions
imposed in Section. III. As a consequence of this violation,
the prediction curve sign convexity changed, which could
be translated into the increasing trend in the RUL curve. Al-
though the RUL prediction was poor in this case, thanks to
H I †, there was statistical evidence of bearing degradation.

The uncertainty of the RUL prediction in this case is
shown in Fig. 10h. In spite that the RUL prediction in this
case was worse when compared with the other datasets
from FEMTO, the standard deviation of the prediction
obtained fair values below a quarter of order of magnitude.
However it is relevant to remark that the change in the sign
of concavity in the health index after the first hour and a
half affected drastically and negatively to the confidence of
the prediction.

In this case, from the point of view of application, these
actionable insights are also useful to explore failure related
to wrong installation procedure for the ball-bearing. That
is, early problems could suggest that the ball-bearing has
problems with actual operating conditions and must be
reinstalled as soon as possible to avoid unexpected failures.
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Fig. 11: Learned Bayesian networks from Bearing 2_2

As in the case of Bearing1_1 and Bearing1_3, for each
learned hidden state, context-specific Bayesian networks
can be extracted. In Fig. 11 the resulting Bayesian networks
from a degraded state is drawn. In this scenario, the
FTF frequency-amplitude dynamics can be explained by
the BPFI and BPFO frequency-amplitude. Also, the BPFO
depends on one previous value. In this case, the inner and
outer race lead the dynamic behavior at a degraded state.

C. Mechanical set-up results

In Fig. 12, the worn ball-bearing inner ring is shown.
Different degradation pieces of evidence are detected, such
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as in Fig. 12a, where a rolling surface indentation is found,
usually started by small particles generated by the ball
cage or the lateral seals. In Fig. 12b and 12c, porosity has
developed over the rolling surface, related to the lubrication
issues created by lateral seal failure and temperature. As
shown in Fig. 13a, most of the time, the temperature was
between 40 and 45oC, which is not enough to damage the
ball-bearing. However, this effect mixed with the failure of
the seals can create lubrication problems in the balls.

Fig. 13b pictures the smoothed evolution of the ball-
bearings fundamental frequencies (BPFO, BPFI, BSF, FTF)
extracted from the FE algorithm. From this picture, it can be
observed that there is evidence of ball-bearing degradation
since the ball-bearing frequency-amplitudes increase over
time; in particular, the FTF frequency-amplitude exhibits
a more significant positive trend. Nevertheless, by just
looking, it is not possible to extract a clear health index
or bearings RUL estimation. This enables the use of the
proposed methodology.

(a) (b)

(c)

Fig. 12: Test results: (a), (b), (c) show evidence of degrada-
tion in the inner ring
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Fig. 13: a shows the Measured temperature evolution of
the ball-bearing. b shows the Evolution of the ball-bearings
fundamental frequencies

It is expected that the proposed methodology (Fig. 1) pro-
cess data streams within embedded electronics. However, to
analyze its performance, the batch SEM algorithm of the As-
HMM [10] is studied from the computational point of view
inside the CMAI module. In this way, memory and time
constraints and opportunities can be deduced for the model

learning phase and can enable the model to be optimally
employed in an online data stream.

1) Execution time and performance analysis: The As-
HMM implementation has been evaluated using the fol-
lowing configuration: 25 variables, a window size of 5000
samples, and 3 hidden states. The C++ code makes use
of two external libraries, igraph v0.8.4 and openblas v0.3.13
and it has been compiled with GCC v10.2. All computational
measurements presented in this section have been gathered
on one CMAI.

Fig. 14: Steps of the As-HMM algorithm color coded de-
pending on the relative execution time

The first step for evaluating the experimental setup
has been to study the execution time of our optimized
implementation of the As-HMM algorithm. Fig. 14 shows
the phases of the algorithm: the color code represents the
percentage of the execution time taken by each phase,
from green, corresponding to short execution time, to
red, corresponding to steps taking up to 35% of the total
execution time. From Fig. 14, the reader can conclude
that Update β and η, Forward-Backward, Update
Temporal Mean, Update σ are the phases taking more
time, summing up 87% of the total execution time.

Fig. 15 shows the execution time of the four phases on
a single Cortex-A53 of the CMAI.

Fig. 15: Instruction mix of the four most time consuming
phases of the As-HMM algorithm
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Using hardware counters, it has been possible to count
different types of instructions, which are also reported in
Fig. 15. The classes of instructions identified are: memory
accesses (LOAD and STORE or LD and ST for short respec-
tively); floating-point instructions (FP as counting the scalar
instructions and VEC as counting the instructions executed
by the single instruction multiple data (SIMD) unit of the
core); branches and jumps (BRANCH); integer operations
and other instructions for the bookkeeping of the program
(OTHERS).

From a first analysis of the type of instructions, it appears
that the compiler was not able to vectorize the code. There
were, in fact, very few vector instructions (VEC) in all phases
so that they can be ignored in the rest of our study. Also, the
phase Update σ had almost no store instructions: it had
been verified that, indeed, the Update σ phase required
loading on average more than 300 data to update/store one
value to the memory.

TABLE VI: Density of the different type of instructions in
four phases of the As-HMM algorithm

To understand if there are types of instructions that
are harming the performance of our implementation, the
density over time of each type of instruction has been
computed. The global density of all instructions is called In-
structions per Clock-Cycle (IPC), and it has been computed
for each phase. The densities for all classes of instructions
have also been computed: memory accesses (load and store
instructions are aggregated, LD + ST) per cycle, floating-
point (FP) per cycle, branch (BRANCH) per cycle, and other
instructions (OTHERS) per cycle. All values are reported
in Table VI. Phases are sorted by the decreasing value of
the IPC, and the values of instruction densities have also
been color-coded. Looking at the color gradients, it can
be detected that there is a direct correlation between the
IPC (yellow gradient) and all instruction densities (green
gradients), except for the floating-point instructions. This
means that increasing the number of floating-point instruc-
tions per unit of time implies a lower IPC resulting in
performance degradation.

Table VI highlights that there is a direct correlation
between the IPC and the density of memory accesses (LD
+ ST): this result is counterintuitive. Since the memory is
the slowest of the resources in a compute node, one would
expect the opposite. For this reason, the number of accesses
to memory that were misses in the two-level of caches
of the Cortex-A53 core have been studied. The measured
number of misses per kilo-instructions (MPKI) are between
1.56 and 7.63 in the L1 cache and between 0.01 and 0.09 in
the L2 cache (that is the last level cache of the Cortex-A53).
This means that almost all the memory accesses of our
implementation are hit on cache, explaining the positive

effect of memory instructions on the global IPC.
This effect depends on the configuration of the model:

this would probably become worse, increasing the number
of variables, hidden states, or the size of the window. Also,
changing the configuration of the model would change the
data structures storing the graph used for the model. The
code is susceptible to changes in the data structures so that
one can expect cache effects in the case of changes in the
initial configurations. Our current study shows that we are
able to spot weaknesses of the code, and we leave this for
future research.

The data structures of the model are sparse and have an
arithmetic intensity between 0.06 and 0.15 Floating Point
Operations per Byte (FLOPs/Byte). These low values of
the arithmetic intensity can be mitigated by reorganizing
the data structures as adjacency lists. This has the benefit
that the code can operate with more dense objects and
maximize the cache reuse. As a price to pay, more integer
instructions for pointer bookkeeping are needed. This is
visible in Fig. 15 with the fact that almost 30% of the
instructions of all phases are of type OTHERS.

2) Health states and RUL prediction: The weaknesses
and strengths of the underlying model (As-HMM) of the
proposed methodology have been explored and mentioned.
The corresponding results from the methodology using a
ball-bearing are now shown.
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Fig. 16: Results of mechanical setup. (a) is the BIC evolution
(b) is the health index H I †, (c) is the online As-HMM RUL
predictions, (d) is the standard deviation of the health index
regression

Recall that no RTF data (i.e., training data) is used for
this analysis, and the health index and RUL are computed
as the data arrives at the processor (i.e., the simulated data
stream processing). In Fig. 16a the evolution of the BIC
score is highlighted. Although the model is adapted, a clear
increasing trend can be observed in the BIC score. At the
end of the process, 21 hidden states were learned. On the
other hand, the first concept drift was detected during the
first hours of operation. In Fig. 16b the health index H I † re-



16

sults are shown. In this case, H I † shows a slow degradation
process with some short health recovering phases, which
violates the assumptions in Section. III. When observing
the corresponding RUL prediction in Fig. 16c, it can be
observed that the RUL went from being predictable to
unpredictable at different times. This behavior is caused by
the observed health recoveries as in the case of Bearing2_2.
The health recoveries may cause a change in the sign
convexity in the prediction curve; in such cases, the RUL
cannot be computed; in spite of that, as observed in the
latest RUL predictions, at the time 270 h, the RUL decreases
and the regression predicts 170 hours of remaining useful
life. As time goes, this prediction converges at 320 h as the
time when the failure threshold is overpassed. Although
the assumptions made in Section III were violated, the
RUL predictions and H I † gave insights of a bearing that
was evolving towards a failure state. However, the extreme
degradation from the beginning provides insights into the
bearing installation on the machine or quality issues of the
brand-new ball-bearing.

Regarding the uncertainty of the prediction for this data-
set and mechanical set-up, Fig. 16d shows the evolution of
the health index regression. In this case, at the first 100
hours of operation, the uncertainty level was around 0.05
orders of magnitude. However, since there was a change
in the sign of the concavity of the health index, it caused
an important increase in the uncertainty. At 200 hours, a
change in the sign of the concavity in the health index
caused again an increase in the uncertainty of the health
index regression, reaching a maximum of 0.35 orders of
magnitude. Notice that with this level of uncertainty, the
dispersion of the prediction can be important and affect
the RUL prediction as observed in the shaded curves in
Fig. 16b, where the shaded area is bigger than in the FEMTO
data-sets. Therefore, the condition of no health recoveries
is important to minimize the RUL uncertainty.
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Fig. 17: Learned Bayesian networks from the own testbench
testbed

As previously, the model can estimate the possible
probabilistic relationships between variables. This step
plays a pertinent role in the interpretation of the ball-
bearing degradation. In particular, in this case, the resulting
Bayesian network of the most degraded observable state in
Fig. 17 is shown. A degradation in this ball-bearing caused

the BSF and FTF frequency-amplitudes to depend on the
PBFI frequency-amplitude. The BPFI frequency-amplitude
depended on the BPFO frequency-amplitude. In this way, it
was interpreted that the outer ring of the ball-bearing drove
the process, and the bearing rollers and cage depended
totally on the behavior of the inner and outer ring. Finally,
all the frequencies had a certain degree of dependency on
the past, which is the BPFI frequency-amplitude, which
required more past values to be explained (3 auto-regressive
past values). In contrast, the BPFO frequency-amplitude
had only one AR dependency.

VI. CONCLUSION

This paper presents a complete online predictive health
assessment solution in terms of an algorithm and its
deployment, to monitor ball-bearings in real IIoT envi-
ronments. This machine learning-based solution can work
without previous ball-bearing RTF data, which is one of the
main challenges in the industry. Specifically, the proposed
methodology’s output is the ball-bearing health status,
which is expressed in different orders of magnitude from
a healthy state, and hours for the remaining useful life of
the ball-bearing.

As natural degradation is expected in real industrial en-
vironments, we use a concept drift detection methodology
to automatically update an adapatite asymmetric hidden
Markov model when novel trends appear.

As the new methodology works at embedded devices,
from the computational point of view, a performance analy-
sis study of the code has been performed, highlighting that
the code is highly dependent on how data structures are
stored in the memory of the Edge device. Also, the perfor-
mance of the code is directly correlated with the density of
floating-point instructions. The obtained results gave to the
authors the fundamental insights to design the algorithm
parametrization strategy towards an optimum performance
under limited computing power environments.

Different real applications of ball-bearings were tested
under separate operating conditions to test the proposed
methodology, showcasing useful actionable insights that
maintenance practitioners can use.

The proposed methodology was compared with other
state-of-the-art methodologies. Although every methodol-
ogy has its own definition of health index, when our
health index was compared to other health indexes such
as Malahanobis distance from APCMD, BIC score from
WPD or Cauchy-Schwarz divergence from AHMMM, it was
observed that our health measure was more informative
and interpretable for all the time series and was robust
to noise and outliers. In terms of fitness, when compared
to a non-adaptative methodology such as WPD, it was
observed that the fitness or BIC score of our methodology
was more stable and informative. In terms of remaining
useful life prediction, it was observed that under certain
conditions, the remaining useful life can be predicted; oth-
erwise, the predictions are no longer accurate. Additionally,
an operational threshold must be tuned depending on the
application, influencing the RUL prediction. In spite of
these drawbacks, the ball-bearing health reading alone can
be a good indicator of performance. Finally, the asymmetric
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hidden Markov model was capable of learning, for each data
series, a set of Bayesian networks that are useful to give
further insights into the evolution of the dynamic process,
probabilistic dependencies and degradation process.
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