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Abstract—This paper proposes using communication pipelin-
ing to enhance the wireless spectrum utilization efficiency and
convergence speed of federated learning in mobile edge com-
puting applications. Due to limited wireless sub-channels, a
subset of the total clients is scheduled in each iteration of
federated learning algorithms. On the other hand, the scheduled
clients wait for the slowest client to finish its computation. We
propose to first cluster the clients based on the time they need
per iteration to compute the local gradients of the federated
learning model. Then, we schedule a mixture of clients from
all clusters to send their local updates in a pipelined manner.
In this way, instead of just waiting for the slower clients to
finish their computation, more clients can participate in each
iteration. While the time duration of a single iteration does not
change, the proposed method can significantly reduce the number
of required iterations to achieve a target accuracy. We provide a
generic formulation for optimal client clustering under different

settings, and we analytically derive an efficient algorithm for
obtaining the optimal solution. We also provide numerical results
to demonstrate the gains of the proposed method for different
datasets and deep learning architectures.

Index Terms—Federated learning, spectrum efficiency, commu-
nication pipelining, clustered scheduling, mobile edge computing

I. INTRODUCTION

Federated learning is a promising distributed machine learn-

ing approach in which a central server (coordinator) and a

number of data-holding clients cooperate in the training of

a common machine learning model without exchanging data

[1]. Only model parameters are shared and updated using

an iterative gradient descent algorithm. Hence, learning from

private clients’ data becomes possible while preserving the

privacy of the clients’. Furthermore, federated learning enables

achieving mutual benefits for all participating clients since

training the algorithm using larger datasets by aggregating the
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private data of all participants leads to significant enhance-

ments in the performance of data-hungry models. Moreover,

federated learning enables better utilization of the distributed

computational and storage resources. In particular, federated

learning can be applied in mobile edge computing of wireless

networks, e.g. [2], [3].

Research in federated learning has many aspects. One of

them is exploring the variations among distributed gradient-

descent training algorithms and analyzing the convergence

performance of these algorithms with respect to the number

of local and global iterations [4]. Another attractive research

area is managing and optimizing the distributed computing and

communication resources [5]. In particular, one of the main

challenges in federated learning is the heterogeneity across

the clients in terms of their computing and data resources. In

this work, we focus on enhancing the utilization efficiency

of wireless spectrum in federated learning. Consequently,

enhancing the spectrum utilization leads to enhancing the

prediction accuracy of the learning model at the end of the

training process. Hence, achieving a target prediction accuracy

becomes possible with a fewer number of iterations.

We propose using communication pipelining to enhance the

spectrum utilization efficiency and speed up the convergence

of federated learning. The primary motivation behind the pro-

posed concept is that the computation time varies a lot between

devices due to several reasons, such as different processor

speeds or different sizes of the local dataset [6]. So, in an

iterative gradient algorithm, the time of each iteration will be

limited by the slowest client. To overcome this bottleneck,

we propose that instead of just waiting for the slow clients to

finish the computation of their local gradients, we can schedule

an extra number of clients within the same iteration without

requiring extra spectral bandwidth. A mixture of fast and slow

clients should be scheduled in each iteration. The fast clients

will use the spectrum first, while the slow clients are still

running their computation of the local update. In this way,

the number of clients who participate in each iteration can be

increased while preserving the total duration of each iteration.

So, the main idea is to cluster clients based on their computa-

tion time and then schedule a balanced mixture of clients from

different clusters. The merit of this proposed concept is not

necessarily in increasing the number of scheduled clients in

each iteration but rather in allocating the wireless resources

more efficiently. So, for example, fewer resources can be

used while maintaining the number of clients per iteration.

http://arxiv.org/abs/2206.07631v1
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In principle, pipelining is an added degree of freedom in the

resource allocation problem that can be adequately utilized

to adjust the trade-off between allocated resources and the

number of clients to be scheduled to achieve the best outcome

of the federated learning process.

It is essential to highlight that the proposed concept of

pipelined federated learning (PFL) is a general concept that

can be applied to any variation of the gradient descent al-

gorithm, whether batch or stochastic, and for both primal or

dual optimization methods. In this paper, we just show, as

an example, the formulation for a primal method with client

sampling in each iteration and one local iteration of full-

gradient (batch) computation in each global iteration. We refer

to this method as Clustered-Scheduling Gradient-Descent (CS-

GD). The extension of the concept to other cases, such as

having more local iterations per client, is straightforward as

long as the needed computation time per client is quantified.

A. Related Work

The application of federated learning is discussed in several

studies, such as [1], [7]–[9]. A seminal work on federated

learning introducing the federated averaging algorithm is pro-

posed in [1]. Federated averaging algorithm aggregates the

updated local weights from each client in each global iteration.

A comprehensive survey on federated learning is provided in

[7], [8] by discussing the arising challenges, problems, and

possible solutions regarding federated learning. The idea of

federated learning is applied to the traffic prediction in [9].

In [10], the authors investigated the problem of client

scheduling and resource block (RB) allocation to enhance the

performance of model training using FL. In [11], the authors

adopted FL in wireless networks as a resource allocation

optimization problem that captures the trade-off between FL

convergence wall clock time and energy consumption of UEs

with heterogeneous computing and power resources. In [12],

the authors proposed a novel over-the-air computation based-

approach for fast global model aggregation via exploring the

superposition property of a wireless multiple-access channel.

This is achieved by joint device selection and beamforming

design using the difference of convex function representation.

In the same direction, the authors of [13] proposed a novel

digital version of broadband over-the-air aggregation, called

one-bit broadband digital aggregation (OBDA), featuring one-

bit gradient quantization followed by digital quadrature am-

plitude modulation (QAM) at edge devices and over-the-air

majority-voting based decoding at edge server.

Some other interesting works in the literature have con-

sidered the client scheduling problem, e.g. [14]–[19]. In

[14], three practical scheduling policies, which are random

scheduling, round Robin scheduling, and proportional fair

scheduling, were compared. In [15], a probabilistic scheduling

framework that considers both channel quality and local update

importance was proposed. In [16], a multi-armed bandit-based

framework was proposed for online client scheduling. In [17],

scheduling based on a metric called “age of information”

was proposed, and in [18], joint client scheduling and re-

source allocation was proposed. The training and wireless

transmission parameters are jointly optimized in [20]. The

works mentioned above do not take into consideration the

variations in computational time among the clients. This is

an essential factor to consider when scheduling the clients

in order to avoid wasted time waiting for clients that need

extended computing times. This is the main motivation for

this work. The computational heterogeneity of the clients was

considered in [19]. In this work, we develop the concept

further by introducing client clustering and communication

pipelining.

B. Contributions

We have three major contributions in this paper, which are

summarized as follows:

• We propose a novel federated learning concept PFL

in which the communication for the model parameter

updates is performed in a pipelined manner. The client

updates in each round are pipelined by assigning the

clients into clusters by their computation time.

• We investigate the problem of optimal client clustering

in a generic form that can be applicable to all particular

scenarios. We show how to formulate the problem, and

then we present rigorous analytical steps to derive an

optimal and efficient algorithm to solve the problem.

The solutions steps involve the change of variables step,

Lagrangian dual-problem formulation, manipulations of

the Karush-Kuhn-Tucker (KKT) necessary and sufficient

conditions for optimality, hypothesis testing approach

to find the active inequality constraints, and finally, an

elegant geometric interpretation that helps in obtaining

an efficient algorithm to solve the optimization problem.

• We demonstrate the advantages of the proposed PFL us-

ing extensive numerical examples for different federated

learning tasks. We compare the gain introduced by the

proposed pipelining scheme compared to the conventional

federated learning scheme using the MNIST [21], the

federated EMNIST [22], and the federated Shakespeare

[1], [23] datasets by employing a variety neural network

architectures such as multi-layer perceptron (MLP), con-

volutional neural network (CNN), and recurrent neural

network (RNN). The simulation results suggest that em-

ploying PFL decreases the number of communication

rounds required to train a deep neural network.

The rest of the paper is organized as follows. The novel PFL

scheme is introduced in Section II. A generic client clustering

algorithm is proposed and solved in Section III. Extensive

simulations are performed to validate the proposed method in

Section IV. Finally, the conclusions are drawn in Section V.

A summary of symbols and notations is provided in Table I.

II. PIPELINED FEDERATED LEARNING (PFL)

A typical federated learning problem is considered with a

total of M clients participating in the optimization algorithm

without sharing their own data sets. Each client has nm data

samples, where m is the index of the client. The total number
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TABLE I
SUMMARY OF SYMBOLS AND NOTATIONS

Notation Description

M Total number of clients

n Total number of data samples

nm Number of data samples for client m

nmin Min. data samples per client

nmax Max. data samples per client

F (w) Global loss function

Fm(w) Loss function for client m

l(·) Loss function for a data sample

w Model weights

xi
m Input values for the model

yim Output values for the model

T Number of global iterations

S[t] Active subset of clients at iteration t

w[t] Model weights at iteration t

g[t] Average gradient

gm[t] Gradient for client m

ηt Learning rate

N Number of sub-channels

τm Computation time for client m

τcom Communication time

τserver Server time

τglobal[t] Duration of a global iteration

τtotal Total duration of T iterations

ǫ Spectral utilization efficiency

K Number of clusters

Ck kth cluster

θk Computation time for cluster k

σ Computation time per sample

∆global Extra overall communication time

Sm Ordered index of client m

T [Sm] Function that maps Sm to τm
ωk Index of max. τm in cluster k

πk Threshold for cluster k

Mk Number of clients in cluster k

δk Relaxed parameter Mk

| · | Cardinality of a set

⌊·⌋ Floor function

[·] Nearest integer

L Lagrangian

λk , ν Lagrangian dual variables

of data samples is n =
∑M

m=1 nm. The goal is to minimize a

loss function defined as:

min
w∈Rd

F (w) ≡

M
∑

m=1

pmFm(w) (1)

where pm = nm

n
, and

Fm(w) =
1

nm

nm
∑

i=1

l(w,xi
m, yim) (2)

where l(w,xi
m, yim) is the loss function for the model and w,

xi
m, and yim are the model weights, the input values, and the

output values, respectively.

The model training mechanism is based on a number T of

iterations. In each iteration t, the server selects a sub-set of

the total clients S[t] and broadcasts an updated model w[t]
to the selected clients. The selected clients calculate the local

gradient using their data samples and send the gradient to the

server. A local gradient computation, at a given global round

t, is based on averaging the gradient of all data points in the

data set of the client:

gm[t] = ∇Fm(w[t]) =
1

nm

nm
∑

i=1

∇l(w[t],xi
m, yim) (3)

Then the server averages the gradients

g[t] =

∑

m∈S[t] nmgm[t]
∑

m∈S[t] nm

(4)

and updates the model according to:

w[t+ 1] = w[t]− ηtg[t] (5)

where ηt > 0 is the learning rate in the t-th iteration.

The uplink communication channel is considered to be an

OFDM channel with a total of N sub-channels. So, at a given

time, no more than N users can communicate with the server.

Each sub-channel consists of multiple sub-carriers, and the

data packets may cover multiple OFDM frames in order to fit

the exchanged gradient data between the clients and the server.

The number of gradients may be in the order of a million since

the deep learning architectures usually have a large number of

trainable variables. Furthermore, the total number of clients is

assumed to be much larger than the number of sub-channels

N ≪ M . Therefore, the server should randomly select a

subset of the clients at each iteration based on the available

communication resources (i.e., the number of sub-channels).

The computation time to obtain the local gradients varies

among the clients for several reasons, such as different pro-

cessor speeds and different computation loads. Note that the

computation load to calculate (3) depends on the total number

of local data samples nm. So, even if two clients have the same

processor speed, a larger dataset will need a larger computation

time than a client with a smaller dataset. This variation in com-

putation time represents a practical consideration. On the other

hand, since the packet size for communicating a local update

to the server is the same across all clients (and it depends

on the size of the gradient vector g), the communication time

is considered to be the same for all clients. We know that

wireless channels’ quality differs among different users due

to small-scale and large-scale fading. So, some studies in the

literature have taken the channel quality into consideration in

the selection of the clients per iteration [14], [15]. However,

in this work, we do not want to compromise machine learning

best practices for other advantages related to opportunistic

communication in order to enhance transmission data rate.

Hence, we design a system that can give all clients an almost

equal chance to be selected. In particular, we aim to use the

largest possible amount of data in training by involving all

clients and learning a model that is not biased towards the data

of only a subset of the clients who get selected more frequently
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than others. In our communication scheme, we assume that the

communication over the sub-channels applies a fixed rate that

is independent of the particularly selected user. We assume

that the fixed transmission rate can be reliably decoded by all

users. This is a common scheme in practical communication

systems. The wireless channel data rate efficiency could be

enhanced by applying adaptive modulation and coding based

on the channel conditions. However, this is out of the scope

of this manuscript. We denote the computation time for client

m as τm, the communication time of every client as τcom, and

the combined time for the server to update the global model

and broadcast it to the clients alongside information about

the scheduled clients for next round as τserver. In order for

the server to update the global model and broadcast the new

model w[t] to the clients, it must wait for all local updates.

So, the bottleneck will be to wait for the slowest client until it

finishes its local computation. Therefore, the duration of one

global iteration t is given as:

τglobal[t] = τserver + max
m∈S[t]

τm + τcom (6)

and the total time to complete the whole training process over

T iterations is given as:

τtotal =

T
∑

t=1

τglobal[t] = T (τserver + τcom) +

T
∑

t=1

max
m∈S[t]

τm (7)

One might think of excluding the clients with large values

of τm to speed up the training process. However, this is not

a good option since those clients are likely to be the clients

with the largest datasets, and hence, their local updates have

higher weights (i.e., they have higher importance). Further-

more, it is advantageous to involve more data samples in

the training process in order to enhance the overall learning

accuracy. So, client exclusion is not recommended. Instead,

client scheduling in each global iteration should be based

on random sampling so that each client gets a chance to

be involved in each global iteration. On the other hand, just

waiting for the slowest client to finish its computation is a

waste of the valuable spectral resources since the utilization

efficiency ǫ of the N uplink sub-channels will be

ǫ =
Tτcom

τtotal

≈
τcom

τcom + τserver +maxm τm
(8)

In this work, we propose to enhance the spectrum utilization

without the need to exclude any client by scheduling a mixture

of slow and fast clients in each iteration and making them

use the available channels in a pipelined manner. So, the

clients are grouped into a number K of clusters based on

their computation speed. More details about how to cluster the

clients will be given in the next section. In each iteration, the

server randomly samples N clients from each cluster. In this

way, the total number of clients per iteration will be KN . The

proposed PFL as illustrated in Fig. 1. The utilization efficiency

of the wireless sub-channels based on our proposal becomes:

ǫPFL =
TKτcom

τtotal

≈
Kτcom

τcom + τserver +maxm τm
≈ Kǫ (9)

Thus, PFL does not only produce a significant increase in

the utilization efficiency of the spectrum resources, but it does

also improve the performance of the learning algorithm since

adding more clients in each iteration will make it converge

faster into the globally optimal solution of (1). So, while PFL

does not decrease the time per iteration (6), it can help to

achieve a targeted accuracy level for solving (1) with less

number of iterations T . So, it does indeed speed up the

convergence performance of the learning algorithm. This will

be demonstrated in the numerical examples section.

III. CLIENT CLUSTERING

Clients are grouped into K clusters, denoted as C1, C2, · · · ,
CK . Each client is placed in just one cluster. So,

∑K

k=1 |Ck| =
M . The computation time for a given cluster k is denoted

as θk. This represents the time duration given to the selected

clients in the cluster to complete their gradient computations.

Then, they synchronously get scheduled to access the com-

munication channels at time θk, for a communication duration

τcom, as illustrated in Fig. 1.

Clustering the clients has some flexibility and it can be done

in several ways. However, there are two strict constraints to

be taken into consideration and two favorable, but not strict,

requirements. First, all clients in a given cluster must satisfy

the constraint that

τm ≤ θk, ∀m ∈ Ck, k = 1, . . . ,K. (10)

Furthermore, we have a constraint for scheduling the clusters

into consequent communication frames. Assuming that the

clusters are ordered in an ascending way based on their θk,

the constraint is given as

θk − θk−1 ≥ τcom, k = 2, . . . ,K. (11)

A favorable, but not strict, requirement is to make the sizes of

the clusters (i.e., number of clients) almost equal in order to

give equal chance for all clients to participate in the training

process. Hence, we have

|Ck| ≈
M

K
, ∀k = 1, . . . ,K. (12)

Another favorable requirement is to satisfy that

|Ck| ≥ N, ∀k = 1, . . . ,K, (13)

in order to fully utilize the wireless resources to the maximum

possible efficiency.

The Clustered-Scheduling Gradient-Descent (CS-GD) al-

gorithm is summarized in Algorithm 1. This is a generic

algorithm that can be applied for any arbitrary client clustering

method given that (10) and (11) are satisfied. Next, we

elaborate on the optimization of clustering based on (12) while

maintaining the other two constraints in (10) and (11).

A. Generic Optimization Problem Formulation

First, we sort the clients in ascending order of their com-

putation time τm, and assign the integer index Sm for the

order of client m. Hence, if Si > Sj , then τi ≥ τj , ∀Si, Sj ∈
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Fig. 1. One global update round of CS-GD consisting of pipelined communication rounds. θk where k = 1, 2, 3 denotes the computation time for the
respective cluster. Each cluster sends the updated parameters in the next communication interval without waiting for the slower clusters.

Algorithm 1 Clustered-Scheduling Gradient-Descent (CS-

GD)

Input: The number of sub-channels N ; the clients’ clusters

C1, C2, · · · , CK ; the initial model parameters w[0]; the

number of global iterations T ; the learning rate per iter-

ation ηt for t = 1, 2, · · · , T ; the number of data samples

per client nm, ∀m.

Output: The final model w[T ]
1: for global round t = 1 to T do

2: for cluster k = 1 to K do

3: Uniformly sample Ck to obtain a set of N clients,

denoted by Sk[t]
4: S[t] = S[t] ∪ Sk[t]
5: for each client m in Sk[t] do

6: Compute the gradient gm[t] according to (3)

7: Send gradient gm[t] to the server according to the

pipeline timing θk of its cluster

8: end for

9: end for

10: The server aggregates the gradients according to (4),

and updates the model according to (5)

11: end for

{1, 2, . . . ,M}. Define the discrete function T for the ordered

computation times of the clients as

T [Sm] = τm, Sm = 1, 2, . . . ,M. (14)

By definition, T [Sm] is monotonically non-decreasing. Here,

we would like to provide a generic optimization framework

for client clustering that is applicable for any arbitrary mono-

tonically non-decreasing T . Extension into some special cases

will be straightforward. An example of special cases is the case

when the computation time is uniformly distributed among the

clients between τmin and τmax, which results in

T [i] = τmin +
τmax − τmin

M − 1
(i− 1), i ∈ {1, 2, . . . ,M}. (15)

Next, we use the notation ωk to denote the index Sm of the

client that has the largest computation time among all clients

in cluster Ck. Hence, we have

ωk = max
m∈Ck

Sm, Sm ∈ {1, 2, . . . ,M}. (16)

Based on the introduced notations for sorting the clients by

their computation time, clustering the clients will be based on

the following rule:

Ck = {m : ωk−1 < Sm ≤ ωk}, ∀k ∈ {1, 2, . . . ,K}, (17)

where ωK = M , and ω0 = 0. Based on (17), it is straightfor-

ward to show that |Ck| = ωk −ωk−1. Now, we can formulate

the optimization problem to reduce the variance among the

number of clients per cluster since it is favorable to have

clusters with almost equal sizes, according to (12)

min
ω1,...,ωK−1

K
∑

k=1

(

(ωk − ωk−1)−
M

K

)2

(18a)

subject to T [ωk] ≤ θk, ∀k ∈ {1, 2, . . . ,K − 1}, (18b)

ωK = M, (18c)

where the constraint (18b) is based on (10). We do not need to

include ωK as an optimization variable, but rather we added

it as a constraint in (18c) to enforce the optimal solution to

include all clients in the clustering method and do not exclude

any client.

Before we discuss the solution steps of (18), we will

comment first on the selection of constrained thresholds θk in

(18b). First, introduce an extra hyper-parameter in the problem

formulation to allow for some extra overall time that can be

added at each global iteration. The added extra time is denoted
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by ∆global, where ∆global ≥ 0. The purpose of this added hyper-

parameter is to enable more flexibility in adjusting the number

of clients per cluster and consequently to enable reducing the

variations among the clusters’ sizes. Furthermore, the extra

time ∆global can also be useful in enabling having a larger

number of clusters K if needed. However, there is a trade-

off here since adding more time per iteration will reduce the

spectrum utilization efficiency to become

ǫ =
Kτcom

τcom + τserver +max τm +∆global

(19)

We consider ∆global and the total number of clusters K to be

hyper-parameters that are set in advance before solving (18).

The selection of ∆global will affect the values of the thresholds

θk in the optimization problem constraint (18b). We can start

by examining θK of the last cluster, i.e., the one with largest

computation time, which can be adjusted as θK = τmax +
∆global, and then we apply (11) with equality to adjust θk for

clusters K−1, K−2, · · · , 1 sequentially. As a result, we will

have

θk = τmax +∆global − (K − k)τcom, k = K, . . . , 1. (20)

It should be noted that using the procedure mentioned above

to adjust the values of the thresholds θk in (20) aims at setting

these thresholds at the maximum possible values in order to

enlarge the space of feasible solutions of the main optimization

problem (18), and hence, to enable achieving a lower value

of the objective function (18a) at the optimal solution of the

problem.

The upper bound of the possible number of clusters K can

be obtained by setting θ1 ≥ τmin, which can be simplified

as τmax + ∆global − (K − 1)τcom ≥ τmin. This inequality is

equivalent to

K ≤
τmax − τmin +∆global

τcom

+ 1.

Furthermore, since the number of clusters is an integer, we

can write

K ≤
⌊τmax − τmin + τcom +∆global

τcom

⌋

(21)

where ⌊x⌋ is the floor (rounding to highest lower integer) of

x.

The above upper bound of K is theoretically correct.

However, it is not plausible in practice since it is based on

assuming θ1 ≥ τmin is satisfied at strict equality. This means

that the first cluster will have just a single client that has the

lowest computation time among all clients. This violates (12).

Therefore, we alternatively prefer, from practical perspectives,

to adjust K by reducing the upper bound by one, which gives

K =
⌊τmax − τmin +∆global

τcom

⌋

. (22)

B. Optimal Solution

It is not straightforward to solve the primal optimization

problem in (18) analytically since the objective function will

have non-linear terms after expanding the square in (18a).

Therefore, we propose here a change of variable step to

transform the problem formulation into a convex optimization

problem. We use the number of clients per cluster |Ck|, denoted

as Mk, where k = 1, 2, . . . ,K , as the optimization variables

instead of ωk. Thus, Mk = ωk−ωk−1. Since the optimization

variables Mk are integers, we relax the problem into the

continuous domain by replacing Mk by δk, which is a real

number. The resulting reformulated optimization problem will

be

min
δ1,...,δK

K
∑

k=1

(

δk −
M

K

)2

(23a)

subject to

k
∑

i=1

δi ≤ πk, ∀k ∈ {1, 2, . . . ,K − 1}, (23b)

K
∑

i=1

δi = M. (23c)

where the thresholds πk satisfy πk = |{m : τm ≤ θk}|, which

can be equivalently written as

πk = maxSm subject to T [Sm] ≤ θk. (24)

By solving (23) for Mk, k = 1, . . . ,K , we can then easily

obtain ωk =
∑k

i=1 Mi, for k = 1, . . . ,K . Then, we can apply

clustering using (17). Problem (23) is a convex optimization

problem and it can be solved analytically. After obtaining

δk, k = 1, . . . ,K , we can obtain Mk for k = 1, . . . ,K by

rounding to the nearest integer. We can also directly obtain

ωk (k = 1, . . . ,K − 1) of the primal optimization problem

(18) by using

ωk =

[

k
∑

i=1

δi

]

, k = 1, 2, . . . ,K − 1,

where [x] is the rounding operator to the nearest integer

of x. It should be noted that rounding to lowest higher

integer should not cause any concern regarding violating the

inequality constraints in (23b) or equivalently in (18b), since

the thresholds πk in (23b) are by definition integers. So, if
∑k

i=1 δi is not an integer, rounding this summation to the

lowest higher integer will also satisfy the constraint. When

we obtain a relaxed (continuous-valued) number of clients per

cluster, it is clear that the optimal value in the discrete domain

should be by rounding the relaxed number of clients to the

nearest integer. Any other value will give a higher variance.

Furthermore, rounding to the lower or upper integer will give

equal value. So, for example, if we have 7 users and want to

distribute them into two groups. The optimal relaxed value will

be 3.5 per group. If we round this value, we could have the first

group has 4 and the second group has 3, or the first group has

3 and the second group has 4. Both solutions have exactly the

same variance. So, in principle, rounding the nearest integer

will always be optimal, although it may not be the unique

optimal solution. The Lagrangian dual problem is given by

min L(δ1, . . . , δK , λ1, . . . , λK−1, ν) (25a)

subject to λi ≥ 0, ∀k ∈ {1, 2, . . . ,K − 1}, (25b)
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where the Lagrangian L in (25a) can be written as

L =
K
∑

k=1

(

δk −
M

K

)2

+
K−1
∑

k=1

λk

(

k
∑

i=1

δi − πk

)

− ν

(

K
∑

i=1

δi −M

)

,

(26)

where λk (k = 1, . . . ,K − 1) are the dual variables asso-

ciated with the inequality constraints of the primal problem

(23b), and ν is the dual variable associated with the equality

constraint of the primal problem (23c).

Based on the KKT necessary and sufficient conditions for

optimality [24], the optimal solution of our problem must

satisfy the following:

1) The primal equality constraint (23c),

2) The primal inequality constraints in (23b), which are

K − 1 inequalities in total,

3) The dual constraints in (25b), which are also K − 1
inequalities,

4) The complementary slackness, given by

λk

(

k
∑

i=1

δi − πk

)

= 0, ∀k ∈ {1, 2, . . . ,K − 1},

(27)

which are K − 1 equations related to the previous two

conditions,

5) Vanishing of the gradient of the Lagrangian with respect

to the primal optimization variables,

∂L

∂δk
= 0, ∀k ∈ {1, 2, . . . ,K}, (28)

which gives K equations in total.

Furthermore, since the problem is convex, the solution that

satisfies all KKT conditions is unique. To solve this system

of equations and equalities, we will first perform some an-

alytical manipulations based on these conditions. Then, we

will develop a hypothesis testing approach to get to the

optimal solution in an efficient and quick way. Based on the

KKT conditions, we can characterize the optimal solution as

follows:

Lemma 1 (Primal Variables and Lagrangian Multipliers). The

optimal solution must satisfy

δk = δk−1 +
1

2
λk−1, ∀k = 2, . . . ,K. (29)

Proof: From (28) we obtain

∂L

∂δk
= 2

(

δk −
M

K

)

+

K−1
∑

i=k

λi − ν = 0,

which can be re-arranged to obtain

δk =
M

K
−

1

2

K−1
∑

i=k

λi +
1

2
ν, k = 1, . . . ,K. (30)

Based on (30), and by evaluating δk − δk−1, we obtain (29).

Lemma 2 (Ordered Subsequent Clusters). The optimal solu-

tion must satisfy

δk ≥ δk−1, ∀k = 2, . . . ,K. (31)

Proof: This is a direct consequence of Lemma 1 since the

Lagrangian multipliers λk are non-negative based on the dual

constraint (25b).

Lemma 3 (Two Possibilities Per Complementary Slackness

Condition). The optimal solution must satisfy that either

δk = δk+1, if λk = 0, ∀k ∈ {1, 2, . . . ,K − 1},

(32a)

or

δk = πk −
k−1
∑

i=1

δi, if λk > 0, ∀k ∈ {1, 2, . . . ,K − 1}.

(32b)

Proof: From the complementary slackness conditions in (27),

the optimal solution must satisfy that either λk = 0, which

results in (32a) by substituting for λk = 0 in (29), or
∑k

i=1 δi−πk = 0, which can be re-arranged as in (32b). These

two possibilities correspond to satisfying the primal inequality

constraints in (23b) at strict inequality in the first case or strict

equality in the second case. The primal constraint in the latter

case can be described as “active”.

C. Hypothesis Testing Approach

The main bottleneck in solving (25) using the KKT con-

ditions is that we cannot know in advance which inequality

constraints will be active and which ones will be inactive

at the optimal solution. All possibilities are likely in the

generic problem formulation in which the thresholds πk

(k = 1, . . . ,K − 1) can take any arbitrary ordered values.

So, to overcome this bottleneck, we propose a hypothesis-

testing approach to solve the KKT conditions. We can start by

guessing which inequality constraints in (23b) will be active

and which ones will be inactive. This will be a hypothesis

that will be tested for validity. Based on the initial assumption

of the hypothesis, we can then obtain all primal optimization

variables δk (k = 1, 2, . . . ,K) based on (32a) and (32b) of

Lemma 3, in addition to (23c). We will have K independent

equations and K variables, so the solution of this system of

equations will be unique. After we obtain the solution, we

can check for the validity of the hypothesis by examining

two things. First, we check that there is no contradiction in

the hypothesis’s initial assumption by examining if all primal

inequality constraints that were assumed to be inactive are

indeed inactive after we substitute the obtained values of

δk (k = 1, 2, . . . ,K). Second, we check if the obtained δk
(k = 1, 2, . . . ,K) satisfy (31) of Lemma 2. This check is for

the optimality of the solution since the result in Lemma 2

is based on manipulations of the last KKT condition about

vanishing gradient of the Lagrangian. So, in summary, we need

to make sure that the hypothesis is both (i) non-contradicting

and (ii) generating the unique optimal solution of the problem.
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Since we have in total K−1 inequality constraints in (23b),

we can have a maximum of 2K−1 hypotheses to be tested. In

a practical deployment scenario, the number of clusters K is

assumed to be limited to a single-digit number. So, checking

all possible hypotheses would not be a prohibitively expensive

step in such scenarios. Having said that, we also propose a

search algorithm to find the correct hypothesis quickly. This

can be particularly useful for scenarios of large K . However,

before discussing the search algorithm, we will give numerical

examples of hypothesis testing to clarify the concept. Then, we

will formulate the hypothesis testing procedure in a systematic

way that can be implemented in an algorithm.

Example 1 (Three Scenarios of Hypothesis Testing). Assume

that K = 4, M = 100, π1 = 10, π2 = 46, and π3 = 80. We

can distinguish between three cases:

• Case A: Assuming that only the second inequality con-

straint is active is a contradicting hypothesis.

• Case B: Assuming that only the first and second inequal-

ity constraints are active is a non-contradicting but not

an optimal hypothesis.

• Case C: Assuming that only the first inequality constraint

is active is both a non-contradicting and optimal hypoth-

esis.

In Case A, since the second inequality constraint is assumed

to be active, we should use (32b) for k = 2, and use (32a) for

k = 1 and k = 3. The system of four equations that should

be solved is given as:

δ1 = δ2, (33a)

δ2 = π2 − δ1, (33b)

δ3 = δ4, (33c)

δ4 = M − (δ1 + δ2 + δ3). (33d)

The numerical solution of these equations yields δ1 = δ2 = 23,

and δ3 = δ4 = 27. By checking the first inequality constraint,

we will find a contradiction since δ1 = 23 > π1 = 10. So,

this is a contradicting hypothesis.

In Case B, we will have the same system of equations (33),

but with replacing (33a) by δ1 = π1. The solution of the

system of four equations in this case yields δ1 = 10, δ2 = 36,

and δ3 = δ4 = 27. By checking for all inequality constraints,

we do not find any contradiction. However, this solution is

not optimal since δ2 = 36 > δ3 = 27, and this violates the

optimality condition (31) that was proven in Lemma 2.

Finally, in Case C, we will have (33a) replaced by δ1 =
π1, and (33b) replaced by δ2 = δ3. The other two equations

will be the same. The solution in this case yields δ1 = 10,

and δ2 = δ3 = δ4 = 30. This solution does not violate any

inequality constraint and satisfies the optimality check in (31).

So, it is the optimal solution of the problem.

To formulate the hypothesis testing approach in a systematic

algorithm, we use the notation h for a binary vector of K

entries that indicates which primal inequality constraints are

assumed to be active by the hypothesis. The final entry in

h is for the equality constraint (23c), which is by definition

always active. The entry of h that corresponds to the index

k of an active constraint is given the value 1, and the entry

that corresponds to the index of an inactive inequality is given

the value 0. So, for Case A in the previous example we have

h = (0, 1, 0, 1). For Case B, we have h = (1, 1, 0, 1), and for

Case C, we have h = (1, 0, 0, 1).
We also use the notation p(h) for a vector that is obtained

from h by indicating the indices of the entries that have value

1. So, in our previous examples, if h = (0, 1, 0, 1), then p =
(2, 4), and if h = (1, 1, 0, 1), then p = (1, 2, 4), and if h =
(1, 0, 0, 1), then p = (1, 4), and so on. It should be noted that

while the number of entries of h is fixed at K , the number

of entries in p(h) varies depending on the sum of all entries

of the hypothesis h. Furthermore, we use the notation p(i) to

indicate the i-th entry of p. So, for example, if p = (1, 2, 4),
then p(1) = 1, p(2) = 2 and p(3) = 4.

Based on the introduced notations for h and p, we can

obtain that for a given hypothesis h, the resulting system of

equations to obtain δk, k = 1, . . . ,K , will have the following

generalized formula to obtain the solution for any p(h):

δi =
π
p(j) − π

p(j−1)

p(j) − p(j−1)
, ∀i ∈

{

p(j−1) + 1, . . . ,p(j)
}

, (34)

where j = 1, 2, . . . , |p|, p(0) = 0, π0 = 0 and πK = M . Im-

plementing (34) in an algorithm is straightforward by running

a for-loop for the values of j, and obtaining all δi’s that are

associated with j in (34). After running through all j values,

all δi, i = 1, . . . ,K will be obtained.

D. Quick Search Over Space Of Possible Hypotheses

To be able to find the non-contradicting and optimal hypoth-

esis in the minimum number of steps, we need to make some

theoretical characterization of the space of possible hypotheses

so that we can exclude many possibilities directly and find the

optimal solution in a quick search.

Theorem 1 (Inactive Primal Constraints). If πk in the k-th

inequality constraint in (23b) satisfies

πk >
k

K
M, k ∈ {1, 2, . . . ,K − 1}, (35)

then this constraint will be inactive at the optimal solution of

the problem.

Proof: Assume that (35) is true and the k-th inequality con-

straint is active. The latter means

k
∑

i=1

δi = πk. (36)

If the solution is optimal, then we must have (31) satisfied as

proven in Lemma 2. Thus, we must have δk ≥ δk−1 ≥ · · · ≥
δ1. Consequently, we must have that δk ≥ πk

k
, which can be

bounded based on (35) to have

δk ≥
πk

k
>

M

K
. (37)

Furthermore, by simple manipulations of the equality con-

straint in (23c) with (36), we obtain

K
∑

i=k+1

δi = M − πk. (38)
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If the solution is optimal, then we must have (31) satisfied,

which yields δK ≥ δK−1 ≥ · · · ≥ δk+1. Consequently, we

must have δk+1 ≤ M−πk

K−k
, which can be bounded based on

(35) to have

δk+1 ≤
M − πk

K − k
<

M − k
K
M

K − k
=

M
(

K−k
K

)

K − k
=

M

K
. (39)

From (37) and (39), we find that δk > M
K

> δk+1. However,

based on the optimality check in (31), we must have δk+1 ≥
δk. So, there is a contradiction. Thus, if (35) is true, then the

associated constraint must be inactive at optimality.

The statement in Theorem 1 can help in excluding many

hypotheses directly from the search algorithm. Furthermore,

we can narrow the space of possible hypotheses even further

based on the following theorem.

Theorem 2 (Generalized Check For Inactive Primal Con-

straints). Assume that we have any arbitrary two integers a

and b such that 1 ≤ a < b ≤ K . If πk associated with the

k-th inequality constraint in (23b) satisfies

πk − πa

k − a
>

πb − πa

b− a
, k ∈ {a+ 1, a+ 2, . . . , b− 1}, (40)

then this constraint will be inactive at the optimal solution of

the problem.

Before presenting the proof, it should be noted that the state-

ment in Theorem 2 is a generalized version of the statement

in Theorem 1. The latter is a special case in which we have

a = 0 and b = K , and similar to (34), we use the notation

π0 = 0 and πK = M .

Proof: Assume that both (40) is true and the k-th inequality

constraint is active. The latter means that (36) and (38) are

true as discussed in the proof of Theorem 1. Furthermore, we

need to use the a-th and the b-th primal constraints in the

construction of the proof. So, we have

a
∑

i=1

δi ≤ πa, (41a)

b
∑

i=1

δi ≤ πb. (41b)

By simple manipulations of (36) and (41a), we obtain that
∑k

i=a+1 δi ≥ πk−πa. Furthermore, if the solution is optimal,

then we must have (31) satisfied. Thus, we must have δk ≥
δk−1 ≥ · · · ≥ δa+1. Consequently, we must have that δk ≥
πk−πa

k−a
, which can be bounded based on (40) to have

δk ≥
πk − πa

k − a
>

πb − πa

b− a
. (42)

Next, we can do simple manipulations on the equality con-

straint in (23c) with (41b) to obtain that
∑K

i=b+1 δi ≥ M−πb,

which can be combined with (38) to obtain
∑b

i=k+1 δi ≤
(M − πk) − (M − πb) = πb − πk. Moreover, if the solution

is optimal, then we must have (31) satisfied, which yields

δb ≥ δb−1 ≥ · · · ≥ δk+1. Consequently, we must have that

δk+1 ≤
πb − πk

b− k
. (43)

Cluster Index
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Fig. 2. Geometric Interpretation of (40) in Theorem 2.

Looking back at (40), we can re-write the inequality as πk >

πa+
k−a
b−a

(πb−πa), which can be used to bound (43) as follows

δk+1 ≤
πb − πk

b− k

<
πb − πa −

k−a
b−a

(πb − πa)

b− k

=
(πb − πa)

(

1− k−a
b−a

)

b− k

=
πb − πa

b− a
(44)

From (42) and (44), we find that δk > πb−πa

b−a
> δk+1.

However, based on the optimality check in (31), we must

have δk+1 ≥ δk. So, there is a contradiction. Thus, if (40)

is true, then the associated constraint must be inactive at

optimality.

Actually, we can adopt a geometric interpretation of Theo-

rem 2 as shown in Fig. 2, since the left term of the inequality

in (40) is the slope of the line connecting the two points

(a, πa) and (k, πk), while the right term is the slope of the

line connecting the two points (a, πa) and (b, πb). Thus, we

can equivalently reinterpret Theorem 2 as stating that the k-th

inequality constraint will be inactive at the optimal solution

if the point (k, πk) is located above the line segment that

connects the two points (a, πa) and (b, πb). This statement

is true for any value of a < k and any value of b > k.

Hence, we can establish a nice geometric interpretation of

our problem. Actually, finding the active inequality constraints

can be interpreted as finding the lower convex hull in a

two-dimensional Cartesian coordinate system for the set of

inequality thresholds, represented as:

P = {(k, πk) : k = 0, 1, . . . ,K}. (45)

Furthermore, the active constraints are only those that

are located on the vertices of the piecewise linear bound-

ary of the lower convex hull of P , as illustrated in

Fig. 3, which shows a numerical example of P =
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Fig. 3. The lower convex hull for Example 1.

{(0, 0), (1, 10), (2, 46), (3, 80), (4, 100)}. This particular P is

related to the previously discussed Example 1. As shown in

Fig. 3, the point (1, 10) is a vertex in the boundary of the

lower convex hull of P , while the points (2, 46) and (3, 80) are

not located on the boundary of the lower convex hull. Thus,

the first constraint should be active at the optimal solution,

while the second and third constraints should be inactive. This

conclusion was already verified in Example 1. So, the geo-

metric interpretation is consistent with the analytical algebraic

derivations.

The significance of the geometric interpretation is that it

enables us to define an efficient and quick procedure to find

the optimal solution by searching for the boundary of the lower

convex hull of P of our problem. This can be done sequentially

segment-by-segment starting from the lower-left corner point

(0, 0) until we reach the upper right corner point (K,M), as

summarized in Algorithm 2.

Algorithm 2 Optimal Solution of Problem (23)

Input: πk, ∀k ∈ {0, 1, . . . ,K}, where π0 = 0 and πK = M .

Output: The optimal solution of (23): δk, ∀k ∈ {1, . . . ,K}
1: Initialize a = 0, πa = 0.

2: while a 6= K do

3: Find b∗ that solves the problem

min
b∈{a+1,...,K}

πb − πa

b− a
.

4: Use the obtained b∗ to set the output values

δk =
πb∗ − πa

b∗ − a
, ∀k ∈ {a+ 1, . . . , b∗}.

5: Update a = b∗, πa = πb∗ .

6: end while

IV. PERFORMANCE ANALYSIS AND COMPARISON

In this section, as a numerical example, we compare the

performance of a conventional federated learning scheme

(in which N clients are randomly selected per iteration t

regardless of their number of data samples) with our suggested

PFL scheme (which follows Algorithm 1 and the solution in

Algorithm 2). We analyze the proposed PFL method using

different datasets such as the MNIST [21], the federated

EMNIST [22], and the federated Shakespeare [1], [23] datasets

and neural network architectures such as MLP, CNN, and

RNN to cover a wide range of federated learning applications

from the literature. We used Python programming language

and Tensorflow Federated framework [25] for the simulations.

Without loss of generality, we assume a scenario in which

all clients have similar processors’ speeds, and the variation

in computation time τm is solely dependent on the number

of data sample per client, i.e., τm = σnm, where σ is the

computation time per data sample.

A. MNIST Dataset

First, we have validated the proposed method using the

MNIST dataset [21], which consists of hand-written digits. In

the simulation scenario, we assumed that there are M = 1500
clients. We assumed that the number of data samples (i.e.,

images of hand-written digits) per client nm is uniformly

distributed between nmin = 10 samples and nmax = 70
samples. We compared the results of PFL to the conventional

federated learning scheme where there is only one cluster.

We considered four possible scenarios for the ratio between

the variation in computation time to communication time in

(22). We performed the simulations for 1, 2, 3, and 4 clusters,

respectively. We also studied the effect of the number of sub-

channels on the performance of PFL. Hence, we varied the

number of sub-channels as 1, 2, 4, and 8, respectively. Each

sub-channel can be used by a single client only at a given

time instant. We used two different deep learning models for

the training of the MNIST dataset. The first model is a two-

layer CNN model with 32 and 64 5 × 5 filters, respectively.

The second model is an MLP model with two layers with 200
nodes in each layer. We run the training algorithm for up to

1000 rounds of global model (server) updates. We obtained

the model prediction accuracy by testing the trained model

on a separate test dataset as a function of the number of

communication rounds. The batch size is chosen as 16, and the

number of local epochs is set to 1. The client learning rate is

optimized using a multiplicative parameter grid, and the server

learning rate (the scaling factor) is set to 1. The number of

required rounds to reach 97% accuracy for the CNN model

trained on the MNIST dataset is shown in Table II. Similarly,

the number of required rounds to reach 96% accuracy for

the MLP model trained on the MNIST dataset is shown in

Table III.

As seen in Table II and Table III, applying clustered

scheduling enables achieving faster convergence (in terms of

the number of iterations) in comparison with a baseline fed-

erated learning approach with no clustering. The conventional

federated learning scheme with the CNN model achieves 97%
accuracy in 273, 180, 152, and 118 rounds with 1, 2, 4, and 8
sub-channels, respectively. The proposed PFL scheme provides

32% gain compared to the conventional federated learning

scheme in terms of required rounds by employing only 2
clusters. The gain provided by clustering is improved for each
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TABLE II
NUMBER OF REQUIRED ROUNDS TO REACH 97% ACCURACY FOR THE

CNN MODEL ON THE MNIST DATASET. COLUMNS REPRESENT THE

NUMBER OF CLUSTERS AND ROWS REPRESENT NUMBER OF

SUB-CHANNELS

K\N 1 2 4 8

1 273 (0%) 180 (0%) 152 (0%) 118 (0%)

2 186 (32%) 129 (28%) 109 (28%) 106 (10%)

3 139 (49%) 129 (28%) 114 (25%) 100 (15%)

4 131 (52%) 122 (32%) 105 (30%) 97 (18%)

TABLE III
NUMBER OF REQUIRED ROUNDS TO REACH 96% ACCURACY FOR THE

MLP MODEL ON THE MNIST DATASET. COLUMNS REPRESENT THE

NUMBER OF CLUSTERS AND ROWS REPRESENT NUMBER OF

SUB-CHANNELS

K\N 1 2 4 8

1 981 (0%) 767 (0%) 528 (0%) 445 (0%)

2 754 (23%) 514 (32%) 480 (9%) 436 (2%)

3 613 (38%) 451 (41%) 479 (9%) 432 (3%)

4 506 (48%) 472 (38%) 443 (16%) 424 (5%)

additional cluster in the system. The marginal gain provided

by the PFL scheme decreases with the increasing number of

sub-channels since the effective number of data samples per

communication round is already enough for the conventional

federated learning.

The benefit of the proposed clustered pipelining scheme can

be realized in a different way by decreasing the bandwidth

requirements. Thus, we can decrease the number of sub-

channels needed to achieve the desired accuracy value. For

instance, by using 4 clusters with 1 sub-channel, we reach the

same performance as the one achieved by the conventional

federated learning with 4 sub-channels.

The MLP model converges slower compared to the CNN

model. The conventional federated learning scheme achieves

96% accuracy in 981, 767, 528, and 445 rounds with 1, 2, 4,

and 8 sub-channels, respectively. Similar to the results with the

CNN model, introducing clustering into the federated learn-

ing setup decreases the number of required training rounds

significantly. However, the PFL method provides little to no

gain compared to the conventional federated learning scheme

if the number of sub-channels is high, e.g., if the number of

sub-channels is 8 in our simulation setup.

B. Federated EMNIST Dataset

In this section, we use the extended version of the MNIST

dataset, namely, EMNIST [22]. We use the federated EMNIST

dataset in which the data is already distributed to the clients

by their writing styles. The EMNIST dataset has letters

additionally; however, we will use only the digits dataset.

The federated EMNIST digits dataset has a total of 341, 873
train and 40, 832 test samples distributed among 3, 383 clients.

There are 10 classes in the dataset, each corresponding to

a hand-written digit. The data distribution among the clients

is shown in Fig. 4. As seen from Fig. 4, the distribution of

the number of data samples among the clients is unbalanced

and not uniform. We formulate the client clustering problem

as shown in (23) for clustering the clients for the federated

EMNIST dataset, and then we solve the problem efficiently

using Algorithm 2. Accordingly, in the training step, we first

cluster the clients using the proposed optimization problem.

Then, we train the model using the PFL scheme. We performed

the simulations for 1, 2, 3, and 4 clusters and 1, 2, 4, and 8 sub-

channels, respectively. We used a two-layer CNN model with

32 and 64 5×5 filters as the neural network model. The batch

size is chosen as 16, and the learning rate is optimized using

a multiplicative parameter grid. The number of local epochs

is chosen as 1 in order to assess the convergence speed. The

required number of rounds to achieve 97% accuracy for the

EMNIST digits dataset is given in Table IV.
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Fig. 4. Data distribution in the federated EMNIST dataset.

TABLE IV
NUMBER OF REQUIRED ROUNDS TO REACH 97% ACCURACY FOR THE

CNN MODEL ON EMNIST DATASET. COLUMNS REPRESENT THE NUMBER

OF CLUSTERS AND ROWS REPRESENT NUMBER OF SUB-CHANNELS

K\N 1 2 4 8

1 686 (0%) 221 (0%) 189 (0%) 170 (0%)

2 274 (60%) 184 (17%) 178 (6%) 160 (6%)

3 191 (72%) 182 (18%) 158 (16%) 158 (7%)

4 191 (72%) 175 (21%) 156 (17%) 160 (6%)

The number of communication rounds required is 686
for the 1 sub-channel and 1 cluster case. The number of

communication rounds drops by 64% to 274 rounds by in-

troducing 1 additional cluster. The number of communication

rounds gets lower and lower with the increasing number of

clusters. The gain from the proposed PFL scheme decreases

if the number of available sub-channels increases. Therefore,

we could conclude that the proposed scheme may not be

feasible if the number of sub-channels is sufficiently large,

e.g., more than 4 sub-channels in this case. As seen from

Table IV, the model converges faster for a higher number of

clusters in the system. However, the marginal gain obtained by

each additional cluster decreases with the number of clusters

already present in the system.
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C. Federated Shakespeare Dataset

For modeling time-series data, we used federated Shake-

speare dataset [1], [23] for training a stacked two-layer long

short-term memory (LSTM) network. Federated Shakespeare

dataset is built by combining all works of Shakespeare. The

dataset consists of the speaking roles of 715 characters in each

play, corresponding to the clients in our federated learning

setup. The dataset is unbalanced since most of the plays have

a few lines, and a small number of clients have a high count of

lines in their plays. Additionally, the number of data samples is

not distributed uniformly to the clients. It is also clear that the

dataset is not independent identically distributed (i.i.d.) since

the dataset is distributed to the clients according to the played

character. We use Algorithm 2 for determining the clusters

for the clients. Then, we train the model using the proposed

PFL scheme. The neural network model used for this task

has an embedding layer at the input, which embeds the input

characters into an 8 dimensional space. After the embedding

layer, it has two LSTM layers with 256 hidden nodes. Finally,

it has an output layer with softmax activation with an output

for each character. In training, we set the batch size to be

10 and optimized the learning rate through a multiplicative

parameter grid. The simulation results for the application of

PFL for the training of the two-layer LSTM network on the

Shakespeare dataset are given in Table V. The rows represent

the number of clusters, and the columns represent the number

of sub-channels. The values are given in terms of the number

of rounds required to reach 40% accuracy in the training.

By examining the simulation results for both federated the

EMNIST and the Shakespeare datasets, we conclude that the

proposed pipelining scheme improves the results for non-

uniformly distributed data more significantly.

TABLE V
NUMBER OF REQUIRED ROUNDS TO REACH 40% ACCURACY FOR THE

TWO-LAYER LSTM MODEL ON SHAKESPEARE DATASET. COLUMNS

REPRESENT THE NUMBER OF CLUSTERS AND ROWS REPRESENT NUMBER

OF SUB-CHANNELS

K\N 1 2 4 8

1 1182 (0%) 661 (0%) 429 (0%) 354 (0%)

2 605 (49%) 379 (43%) 273 (36%) 213 (40%)

3 419 (65%) 282 (57%) 239 (44%) 198 (44%)

4 372 (69%) 257 (61%) 215 (50%) 190 (46%)

V. CONCLUSIONS

One of the main challenges of federated learning is the

heterogeneity across the participating clients in terms of their

computation duration and the size of the local data set. To

mitigate this challenge, we have proposed using communica-

tion pipelining to enhance the spectrum utilization efficiency

and speed up the convergence of federated learning. The main

idea is to cluster clients based on their computation time and

then schedule a balanced mixture of clients from the different

clusters. The faster clients access the spectrum first, while the

slower clients are still running their computation. By allowing

more clients to be involved in each iteration, the time required

to converge into a targeted prediction accuracy of the trained

model can be reduced significantly. The time per iteration

does not change in comparison with conventional federated

learning. Nevertheless, the required number of iterations and

the total time to train the model are reduced. We provided

a generic formulation for the optimal client clustering under

different settings and an efficient algorithm for obtaining the

optimal solution. We demonstrated that the required number

of communication rounds also depends on the number of sub-

channels, and the gain obtained from the proposed method is

lower for a high number of sub-channels.
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